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Incremental path controls employ a pulse-data system a8 the

feedback control system. This type of system is considered in some .

0 deta.il. Mathematical methods of analysis are developed and descri’bed

" in addition to existing methods. The methods are a.pplied to the

design of a selr-adaptive pulse-data. system. The resulting system 15

., a position control with superior response to ramp mp‘xts at a vide

. range of desired rates. The sys’cem performance 1s compa.red experi-'

mentally with the performa.nce of a conventional pulae-data aystem for

T a va.riety or 1nputs. '
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‘m"m()wcfxon SR A'fi o
Digite.l systems are being applied in a wide variety of control -
applications. »
Modern method tools are needed to produce many pa.rts vith such
'complexity that a human operator is incapable of completely directing
:‘1'the operations. At the same time many diﬁ‘erent types of parts msy be
V v'produced by the sa.me n,achine. This requires setting the machine up
' .for new parts frequently. ‘ 'I‘olerances have also decreased in¢ many ceses.:
'I'hese factors ha.ve led to wide usage of digital systems for machine .
o : tools. " _
, : o : Chemical processes vhich were uncontrollable or a.t beat only
":; o bpe.ttially controllable are now ‘being directed by digital systems
- ) AComputers have been used to provide fast and accu.rate computation of
K-A"desired proces.: parameter cha.nges from measurements of process va.ria-
*A. bles. Digital systems are used to translate the information of the’
E computer to accomplish the process control. ) ‘
Rockets and missiles require precise high power control. .In
KB bmany cases this control can best be accomplished ‘by'digital -systems.,
. ‘This is especially true when the control is exercised ﬁ'om the ground.
g '_In this case the commands must travel by radio waves -to the system.
It hes been shown that digital information is most efficiently
tre.nsmitted accurately over long distances- with minimum error.’
- A digitsl system receives information in a ‘discrete digital _
form. This informatiou is then ma.nipulated by the system to &ccomplish A :
some result. This result could be moving a cutter in a m&chine tool, )

: cha.nging the emouut of pressure applied to a chemical process, or .




-_-2'.'-'.

firing a vernier rocket to accomplish a j" degrees correction in the

" course of an intercontinental ballistic mi sile.

In all of the examples above the digital system is concerned with

the manipulation of a controlled variable and its time derivatives

along a prescribed path. The path must be followed with extreme

. e accuracy- A digital system is Vithout equal in this type or .
..;applicatiOn. . o v

To exercise path control the digital system must measure the con- LT

trolled variable very accurately. In the digital system the measure

of a variable is indicated by the state of the transducer not a mag-

i :nitude as is the case with analog transducers. This method of meas- ..
‘A;.urement reduces the effects of noise and permits the digital system

- to operate with much higher accuracies over a given range of the con--T
. trolled variable. If the digital transducer is placed in’ a control

- loop this control becomes a digital system of the type described ’

above.

There are two basic types of digital path controls with the

digital transducer in the feedback loop.,~

(l) The absolute system shown in figure 1 measures by compari-,

Tson. The control specifications of the path are translated into the

desired value of the controlled variable at specified time intervals.‘A

- This dnformation is coded and fed to a comparator., The actual value

~ of the controlled variable is. encoded by a digital transducer

(encoder) The difference between these two coded numbers, as ob-

' 'tained by the comparator; is the error. The error is.converted to anf
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» K ‘trol 1s sometimes called a pulse-data system. v

= 4.»-..

analog signal by .the digital to a.nalog converter (D/A) " The a.nalog’. o

error signal then directs the p‘rime mover to manipulate the process'

in order to reduce the error.

(2) The incremental system shown in figure 2 measures by pulse;

counting The control specifications are converted into a specificv

number of pulses. ) The number equals the desired controlled varis‘ble
change in increments or quanta" 'I'he time 'between pulses indicates
the desired rate. These pulses are counted by a bidirectional counter

(BDC) which is capeble of counting up or down.v The controlled va.ria- o

' ‘ole is mes.sured by a qua.ntizer. This device emits a pulse vhenever SR
“the controlled variable ta.kes specified values. 'l'he ‘pulses are -
F'“‘counted by the bidirectional counter., The count in the counter is
equal to the error. This is converted to an analog signsl by the o
digital to a.nalog converter (D/A) The analog error signal di_rects

the prime mover as in the absolute system.. The incremental path con- .-.'," L

This thesis 1is concerned with the pulse data system. This type

provides high accuracy with relatively low cost. However, at lov

: .input pulse rates the controlled variable changes in a stepwise manner
: instead of continuously. 'I'hus there are la.rge errors in controlled

va.riable rate. :

The o'bJect of this thesis is twofold.

(l) Methods of a.nalysis and synthesis of pulse-data systems are

) developed.

“(2) A pulse_'data' system with self-adaptive control 1s designed T
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to ma.nipulate the controlled va.ria’ble smoothly over a vide range ot

i.nput pulse retes. The methods developed in the ﬁrst part are used

_.'m the design. The resulting system is then compa.red to the conven-

tional pulse-data system. ook o e
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- PULSE- DATA SYSTEM MODEL S
The object of this chapter 1s to describe the pulse-data system L
.'in more dete.il and develop a mathematical model. g
- Description .
The 'basic system is shown schematically in figure 3. The wave-
- form of the signsls at various points in the circuit is also shown. _
; The input pulses r(t) serve as the reference input. , Each pulse S
' .directs the system to cha.nge the controlled variable e(t) by one -4 .

(increment or qua.nta " The time between pulses indicates the desired_ g

rate. These pulses a.re directed to either the plus or minus input of o

the Bidirectional Counter;(BDC) If they enter the plus input the '

o Al'

to the minus imput the controlled variable will decrease. The Bi-
directional Counter is simply a counter which counts up vhen pulses
are fed to its plus input and counts down when they are fed to its )
: minus input. o s | R
The controlled variable is measured by a Qunntizer. The Quantizer
emits a pulse c(t) whenever the ‘controlled variable @(t) takes on .
particular' values equal :increments apart. The points-s.t which the
. " Quantizer emits a pulse shall be called quanta points. The Quantizer
'pulses are fed to the minus input of the Bidirectional Counter it the‘
controlled va.ria'ble is increasing. ' If the controlled variable is
: decreasing they go to plus input.

In this way the state of the Bidirectional Counter is indicative o

of the insta.ntaneous error when a feedbsck pulse is received from the‘

: controlled variable _ 9(1:) will increase. "If the pulses are directed . B
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'I’he state of the Bidirectional Counter is converted to an analog
signal e(t) ‘by the Digital to Analog Converter. Thus for the input

" shown in figure 3 the waveforn of e(t) 18 rectangular This signal

" serves to direct the Prime Mover, . . - . ‘
'I'he Prime Mover Vill be assumed to be characteri‘ed by a linear ',

differential equation in this thesis, except where noted. 'I‘he transfer S

f‘unction of the Prime Mover will be denoted 'by G(s). ; S oL ;"'.‘ ,
' The integrating effect of the Prime Mover causes the output e(t)

' to appea.r as a series oi’ steps.

, o ‘Inan practical cases c(s) w111 be ot the form: - v
. R : “ , e G(s) . _‘Z_éil - - . : _- S “
I R - 8 . L

) Where q > 1 and G'(O) = 1. Ir q : 0 the system would require an o
" error e(t) to hold any specific value of 9(1:) Since a digital ‘
‘ system is usually employed because of its great accuracy this would
be intolerable.» - ' R

Mathematical Model

The mathematical model is shown in figure 4, These mathematical
representations of ‘the variables a.nd 'blocks shown in figure 3 will be :
developed to descri’be the operation of a pulsed-data aysteln. . ; - )

_ » Reference Input r(t) )

The reference input is a series of pulses. Fecause of the

nature of the Bidirectional Counter model the. prulsen vill be aaaumed

to be unit impulses.

- Thus: .'
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) zero which occurs at t = Tm.'

K A = +1 if the n*'h pulse 1s fed 0 the plus input. of the Bl -

“

directional Counter. Ll

Ay - -1 1r the nth pulse is fed to’ the minns mput of the BL

- d.irectional Counter.

o «An =0 1f the pulse train stops. o AR AR

Feedback Pulses c(t)

_ c(t) vill be represented in exactly the same. way as r(t).

Lo

c(t) - ans(t - 'rm)

: ATm = time when a quanta point is passed. o

=o'vhen' a(t) = 0 -

It will 'be assumed that the location of the qua.nta points relative to -

(t) is fixed. Ir backlash exists in the system a new va.ria’ble

Y (t) will be defined as the output of the Prime Mover. The back-—

lash will then be assumed to exist _‘betweenv 6'(t) and -e(t).
' ' Bidirectional Counter and Digital to Analog Converter . )

The two pulse trains enter the Bidirectional Counter where the

. state of the counter is equal to the algebraic sum of the An and

Bm “This state 1s converted’ to e(t) in the D:lgital to Analog

Converter. This process can be represented by summ:lng c(t) and .

r(t) ‘and mtegrating the result.. Thus:

S vhere G(t - Tm) is a ;vulse of unit area whose duration approaches




i represented in the model by a summing point andan integrator (fig. 4)

~ .

t

: An end B, are consta'nts.v ‘Since the unit sy‘ep' u(t - 1’) is def_ined .

as:: . L - . . V.. MY

T e -f:s&f-‘v) N

An alternate repreeentefion of 'e(t) “1s:

e(t)-ZAnu(t-T )-ZBu(t-Tm)

The Bidirectional Counter and Digital to Analog donverter are

Ey '

v

Quantizer

: 'I'he Qua.ntizer is represented by the Q block in figure 4. ' This

‘.1= a nonlinear element which sha]_l be descri‘bed by the relation between

its input and outpit. 3

‘The entire range of the controlled varia‘ble e(t) is su’bdivided

‘into increments which are connnensurate with the desired system

accuracy. 'I'he Qua.ntizer emits a pulse whenever the tra.nsition ’betveen
one’ mcrement and a.nother is passed. 'l'h'is transition poi.nt .has-been o

defined as a quanta point.

In this thesis e(t) vill be expressed in quanta thue. Tﬂn is

determinede' ST I




-1in figure 5_. N

‘included tn- G(s) )

e Tamp.:

a step-‘by-step procedure. -

'change in system error. ’I'husz

- 1,3 -
.In an’ incremente.l system no point has & special identity. ﬂ'ms

'b locates the initial value of the controlled va.riable rela.tive to

3 the ‘next quanta point when t = 0. This reletionship 1s 11lustrated . . o

Prime Mo‘ver

The Prime Mover includes all dynamic elements between the Digital

bto Anelog Converter and the controlled va.ria‘ble. ’rhis msy include
B process lags and ectuator la.gs. It is assumed that these elements

can be described by linear differential equations 80 thet they are

represented by a transfer mnction G(s) I there are e.ny legs in
4l
the Bidirectional Counter or Digitsl to Analog Converter they vill ‘be S

P
.u‘»_v

On the 'ba.sis of this model several prelimins.ry o'bservstions can

(l) e(t) will 'be a rectsngula.r vave., In general ﬁthis wave vill
not ve Periodic. 1f hovever T (n+l) i i.. Where T is fixed'_-'.
and the system transients have died out e(t) -will 'be periodic ot‘ :

period Tpe This is the case vhen the desired path for a(t) isa

(2) e(t) depends on e(t) in a discontinuous ‘manner. For this

~ reason it 1is difficult to obtain e(t) for.a given r(t) except vy

1T é

(3) 9(t) can be s.nywhere ‘betveen two quenta points vith no B -

0<'b<1




.
. ‘=

e(t)" : S
(quante) +_ Quanta ~N\ .
gL Pomt T\ LT e

0 T T | . T (see)




'_process is repeated.

, -15. o
When t = Tros 'ﬁus uncertainty about location can cause G(t) to : ; :f‘
change more or less than one quanta if a single mput pu.]se is’

received. If many input pulses are received e(t) may change more =

'than one quanta for the first pulse. e(t) may change less tha.n one

quanta for the second pu.lse etc. , until equilibrium 15 reached. Then

s(t) changea one quanta between input pulses. S

(4) As e(t) approachea the desired position as directed ‘by an -

" nput pulse r(t) = 5(t - T O) there is no ‘braking action as in a )
-continuous feedback system. e(t) remains’ fixed until a quanta point
.is ;reached. Then & feedbacx pulse 18 generated. At that time .

t = Tfo’ e(Teg) = 0 and the Prime Mover begins to stop. This means '

that there is always an overt;ravel beyond the quanta point. If the

) gain is too la.rge e(t) may overtravel ‘one quanta or more causing K

"_.e(t) to reverae.

(5) Since there is no position feedback ‘between quanta points

- the Prime Mover may drift. - This is especially noticea’ole 1n systems '

vhere g¢>1 in G(s) = ﬂil In e actual system arift must be

‘kept at a mi.nimum because 1t will cause the system to exhibit a limit
- »cycle when r(t) = 0. o(t) will drift to a quanta pomt where a feed- |
‘back pulse causes e(t) to reverse e(t) 8(t) decreases until a
" second’ feedback pulse in the opposite senae makes e(t) = 0. o(t)

"'stops then starts to drif‘t again to the quanta point wbere the
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) CHAPI‘ER o U
 METHODS OF ANALYSIS'
This chapter outli.nes the most useml methods winich can ’be used

in the a.nalysis and synthesis of pulse-data systems.’ Wherever: possible

examples are chosen which illustrate the properties of pulse-dsta
.I systems f" .,: " o S . R

'I'he model developed in Chapter 1 and shovn in figure & vill be

used to represent ‘the system. o L

'I‘ransient Analysis

Two methods are most useful for transie.nt analysis. '.'L'he first

. employs the’ phase pla.ne. The method is 1imited to systems of lov

order. Tne second method employs the convolution integral to pmduce

» . a ti.me domain solution vwhich 1s limited to Prime Movers characterized

' by linear differential equatione of any order. "

Phase Plane

'l'his method is only useﬁzl for systems with- G(s) or the form:
' KN(s) o

T e

sq(Ts +28Ts + 1) -

If the systenm G(s) hes".indére than two norr?an polee the phase

'space must be used vhich greatly complicates the analysis. e

The method consists of defining & new varia'ble equal to the time

- deriva.tive e(t) ‘of the controlled varia’ble e(t) The order of the

differential equs.tion may then be reduced by one. The resulting *




plane with increasing time given the initial conditions.

L plane 1s e(t) This defines the point: where e(t) ehanges s.nd hence : '

Atia.l equation the principle of superposition ca.n be applied to obtein

_'17'_..

'equation may be used to trace ‘the system traJectory m 4 e(t), e(t)

In general the phase plane method is much more la'borious to spply _ ~;‘; Ll

" than the time domatn methods. FHowever, if the Prime Mover exhi‘bits

'sign:lficant nonlinearities the phase plane method vill yield useful

results vhile the time domsin methods are not applica‘ble. This thesisj

B vill be concerned vith systems where the Rrime Mover can- be chs.rscter-:'“ L

1zed by a linear d.ifferential equation. . Thus this method is described' e

only ’briefly. A more detailed explsnatios of the phase plang can be

‘o’btained from Cunninghaml 'I‘x'uxaa.l2 or Sava.nts. The main usefulness

of this method 1ies :Ln the fact that one of the coordinates of the

regions of constant e(t) can be specified.
Time Domain Solution

When the Prime Mover cen be cha.racterized 'by a linear differen-~‘ .

‘a solution.

'C. lepage suggests a method which 1s dsscri‘bed by J. C. Giue‘

who employs it in the a.nalysis of relsy servomechanisms. The output

i of the relay is decomposed into a series of \mit steps. The overall

system response is then a summstion of a series of unit step responses.

v

This is epplied to a pulse-data system as follows. :

J’I’hev superscrlpt numerals refer to the Bi‘bliography.' :




U of e(t) canbewritten

' But_-é o

.‘ -_15-.'“

; Referring to the model shovn 1n. figure 4 the Iaplace transfom

I;[o(t)] = e(s) " e(s) G(e)

e(t) -Z(‘), Anu(t - m> - anu(t - rm) .; :
nw ', .

) Obviously this is a series of unit steps. An !md ‘I‘m‘ are specified
bt By and Tm are determined by a(t) 'l'hus the aolution nmst ‘be _,".: B

- carried out in a at.ep ‘by step manner.

. . e(s) -2 Ane , —;;i‘::m

n-O

ot - (o™ zﬁm““’ﬂ

T Define q (t) -)'vl [G(s)/s)] the Prime Mover response to a unit

A step 'with zero initia.l conditions. 'I'hen:

e(t) - f)Anqu(t - 7 ) u(t - R

- ; Bmg;ld - ‘I‘m) u(t - Tm) g

Where q,(t - T.;) u(t ; ') 18 the unit step response delayed ’by

t = Trne The tra.nsient response can be determjned ‘by a step-by-step

R gra.ph:lca.l procedure.

(1) The unit step response Aoqu(t) of the Prime Mover 1is plotted. )

" The response e(t) starts at t =T 0 and is posit:lve !.f Ao = 41




“ Apulse c(t) = me(t - Tm) is received another unit step respons is
. sta:rted. o ' PERENES

method the response of the pulsed dnta system may ’be expressed
. ,a.na.lytically ‘

=19

R
3

-r S
s

'”and negative if Ao - -l. It ' is usually more__ convenient_ to measnre
B 'time from t =T 0 but not necessa.ry ) _ N v . .
(2) When the controlled va.ria‘ble e(t) reaches a qua.nta point a o

feedback pulse occurs.‘ This specifies Bo and TfO' A unit step

response Bga, (t - 'rfo) is sta.rted from this tine. Tt is positive‘,.' o

. if -Bo is positive and’ negative ir —Bo 18 negative. ks v o )
: (3) The value of e(t) 1s then the alge'braic sum of the ordinates C el
e of Agq,(t) and —Boay(t - Tro) at time . ‘Tis 1s continued and is

correct until enother quanta point is reached or another refenence

) ‘pulse is received.

(4) Whenever a reference pulSe ':r(t) = Anb(t < ) or a feédbac.k B

) ,vﬂ.. IX
RN

o
ot .
Y

Once the values for % and Tm are determined by the above

- 'I'his method is i].lustrated by the following exsmple" R
- 3 U KV coe . X . ) A-;‘ . 7, -

} G(s) " 8(Ts + 1_; o

.Thé.n:. - | ‘4',0(“)' 11.“‘. L e ’
. v _ s(s. +m )

Let D= A/TK. = 1.1. The inverse Laplace trensform is: B




o ‘the 'backlash 13 such that 9 (1’) may be as fa.r ‘a8 B + 1 quanta from

.20-
gty = ) . residues
e Poles of G(s). :

..- Dae D + TD-DZ

- 117 + 1.21( 1’1 - 1)'

-_ It will also 'be assumed that there 15 backlash 'betveen the Prime Mover =

.output and' the controlled varia‘ble. Deﬁ.ne. :' =

o' (‘r) the Prime Mover output (qua.nta)

' _B 'ba.cklesh (qua.nta)

The ’backlash wi].l be of the’ form shown 1n figure 6. ',l'he neture of."‘

b A

_ .
Ty *1.':

1ts va.lue vhen a qua.nta point 18 pessed.

In this exa.umle let’ B - O.B qua.nta. and @' (0) - 1.8 quanta trom

the next quanta point. -

‘The graphical procedure 15 shown in figure 7. @ (1) 1s plottea o

v8 ‘l’.

At 1T=0 a reference pulse r(t) = 5(\') is received. This

) initia.tea a unit step response at T = 0. The initial position is

N (O) = 0. Thus when 6'(7) = 1.8 the fi_rat feedback pulse

“e(t) = -5(1 - 2.7) occurs. At this point a second unit step response
ceu(r - 2.7) qu('r - 2.7) starts. When T =4.75 the system passes
‘another quanta point at @ (1) = . 2.8. 'I'his mitietes another unit

; step response .-ufr - 4.75) qu('r - 4. 75) due to another feedback pulse .

c(t) = +8(t - 4 75) The algebraic sum of these three reeponses R




: Figure 6, - Backlash description. = - -




¢
a.

)

: ..mdnu,zo ~LdA0u oa.".& aoa.nhu "wyup-asnd .«o UOT3ONIFE8U0D ..nmmwﬂwwo - ..h _o.nmm«h

(e biue

A . | _,ﬁmﬁw.,sszmw.w-cz_ .

. . - .
. * i .
'
R e 3.
RN N
NI o

N




| e e DU '.'1.-_-23- | | L
| ‘ ' h :. .> determines o' (T) which’ Teverses at T = 5.. Because of the backlash _
. | 9(1) does not reverse until @' (T) =2 05. At 0'(v) =2 a feedback
pulse c(t) = B(t - 6.55) is produced by the quantizer vhich causes
~ another unit step response u(t - 6.55)q“(1' - 6.55) ' This process can E
" be continued until the system comes to rest at 1' =1 O. If another o ‘ o
- reference pulse occurred at any time the unit step response at that time PN
:could be plotted in the same way. e(‘l’) can 'be plotted as. shown L

This exaxnple illustrated hour the response of a pulse-data system

with backlash can be analyzed It slso points out the fact that if the
analysis is to extend over a very long time 1' errors can develop. . For

example at 7= 8 four ordinates are added algebraically to produce .

C 9 (8) 'I'hree of these are greater than the value of a (8) _ This situa'-'..' ’
.tion ca.n lead to errors. » ) . R : A o

In all practical cases qu(‘r) will ‘be-a ramp function as discussed . .

’_ in chapter I. Thus an improvement in the method can 'be achieved. _ »

' It is more practical to decompose qu(‘r) into a delayed ramp and

- a transient correction. The ramps can then be’ combined to yield a

'straight line approximation t0 the response.» The ordinates of the
transient corrections are then added algebraically to obtain corrections
. to the approximate response. The exact’ response is obtained with much
'better accuracy by this method.

- This modification is illustrated in figure 8. 'I‘he example is the
same as the one shown in figure 7, however the straight line approxims-i.j :
’ tion with corrections is ur.ed. The unit step response qu(t) is rep- :

o resented ‘by a ramp u(t - l. 1. l('r - 1. l) ~and a transient correction.

When T = 2.7 the quanta point 1s passed. A transient correction is

plotted stsrting at this time. At 1 - 2.7 + .1 the slope of the
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: straight line approximation must 'be zero since the two re.mp hmctions R

correction is ste.rted at this time. At T - 4 75 + 1.1 the straight

ca.ncel. When T = 4.75 -another feed’back pulse ocecurs. - A transient , '

1ine approximation slope 'becomes -1.1. 'I'hus the slope of the straight

line a.pproximstion is determined ‘by the ramp function. 'I'he transient

corrections determine the exact curve. ’I'his grestly reduces the magni-

'I’hese methods lea& to a method of much greater utility. ' The ruaa.
method 1is based on the convolution integrsl. L

The hplace transform of a ﬁmction f(t) is. S

. (e I () & as - chr(m \

The transform of the controlled varis‘ble is' Sl ;j; :

9(5) - G(B) e(s) i ..:';"f"_
.m'ich m“lﬁplmg ana diVidine by s }'ields.‘ | ’A - :
9(5) = E‘Ll] ls e(s)] S

Hovever:

s’éﬂ =x[q'u(t)]_-‘

" Here x.‘ 1s a dummy va.riabie.
- s e(s) =i[e(t)] f éy) eV ay

Vhere y is a dummy va.risble..

vtude of ordinates to ‘be compared. In this way it improves the sccuracy.

Cam e g



- f " 'qu(ﬂ Ll dx] [f e(y) e dv]
oo R Lo |

S:ane ea.ch varia'ble is a consta.nt with respect to the other varia-’f_ <L

"ble of. integration the dou‘ble inbegral and the 1ntegra1 product 15 the :

same. .

Define new variables. .. . .

'I'he element of area. dx dy can ‘be related to‘ dt dt by thn

:P L
T N

o Jaco‘bian. o '_ Ll T :’, E; ST * “: 'f". '-":,:f B

[e74

dxdy =

Q/ o/l
X

drat )

4
WAy

X wmT

Cymtsw o T

didy'_-._|o.-1 -_;.;'I drat- .
|  omarat _
The limits of integration also chaﬁgé. 'I'he definitibn for the Laplace:.
transform only holds for y 20 x> 0. Since t =T+ y' ,:1' cannot
besreaterthan t. Thus: w ‘~ o ..
e(s) -f L qu(-r) e(t - 1) ar|e®t dt |

. According to the definition of the IAplace transform:

Ce2B e T




" an algebraic suzm

.‘ a(f‘i) _‘£ e(ti = 1) qu(-r) df A.‘ ) -< o

i v.,‘-z7-

(t) f qu(“’) e(t - 1) ar : ’

This relation is one form of the convolution integral.
. In the case of a pulse-data system represented 'by the model in

figure 4 e(t - -r) has a very useful form.

oG B

. n=0

‘e(t-f)ciAns(t-T ~-r)-EBm6(t-Tm-t)

n=0

If T is the independent va.ria'ble this is a t.re.in or poaitive and

: negative unit impulses plotted with T increasing negatively. ..Thq tra,in._--

‘/‘t s(t - 11) f('r)“ d‘\‘ - t‘('rl) |
. Jo T R
hus oV :

o /\ %(;)’ig_(g--r.“-;);;

-lg]qu(t-'l' ) ; i e -
To o’btain e(t) at T =t the unit step response q“('r) is con- o
- volved with a train of positive and negative unit impulses. The train

.18 reversed in. time and shifted forva.rd by T=t, O(t) then becomes S g

/‘ Z ‘na(ti ~ T A' ") < /_, me(ti - Tm - ‘)]qe(.‘ﬁ) ar

AR




) line approximation. Throughout this analysis this straight-line

: ,'A“rﬁgure 8.

: -28-

To obtain better accuracy q“('r) may be decomposed into n

transient q“t(‘r) a.nd a atraight line portion qu”(t).~

q“('r) = %es ('r) + qut(f)
The graphical solution is carried out as follows' S
'(1) Uss (1) and q“t(‘r) are plotted. SR :
(2) A strip of paper is 10cated parallel to the 'r axis. :., :

i.'r=0 iamarked. At r='1‘o the 1'-0 mark is linedupvith

= 1' = 'r 0 and a second mark is made on the strip opposite the 'r - 0

» point on: the T axis. ’I'he mark is noted as + or - depending:‘ s
" on whether AO is plus or minus. The input pulse at T=To - ERRO R

Lo mitiates aramp u(t- T )q‘m(t - T o) This is the straight'- AP

i approximation 13 used Just as was done 1n the exa.mple shawn in .

(3) The value of e(ti) 18 determined by moving the strip to
T = ti' ‘The ordinate of qu(7) a’bove the mark located on the strip .

Aopposite T = ti - Tro 18 the correction tern applied to the ‘
straight line approximation. "The sign adjacent to the mark on tha .

strip determines whether the correction is positive or negative. -

(¢) When e(t) equals the value at a quanta point t=Tey a

mark is made on the strip opposite 'r = 0, 'm_e.sign 18 determined - -~ ©

'by B, vhere. . _
9(Teo)

" Telteol]

, The straight-line approximation slope is cha.nged to account for LR
- the u(t - Ty) quss(t - Tgo) remp. __ . _ o
. (5) The process is continued. The strip has a series of marks vith




. . Note: Any G(s)

AWhere;

-29 -

-

+ or ‘- adjacent to each. At eny 1-.-1;1 the 1=0 'mark on the R
' strip is lined up vith the T=t; abscissa on the e(r) and q“(t)
ve T plot. The ordinates qut('r) above each mark are added alge-"' ’.l i

o braically to o'btain the: corrections to the straight line

approxima.tion.

Thus the straight line approximation 15 o‘btained in a step—by- )
step manner with the convolution mtegral method supplying the cor- s
e rectiona to form ‘the exaet solution. Ir desired,onh' the va.luea of.
9(1’) near quaata points need to be determined. The valuea for Bn
‘.and Tfm may be detemined quickly by this method. quas(") a.nd .

qut(") are plotted only once reducing the la'bor considera’bly.» T

The folloving exa.mple 11lustrates the’ method' D

o) m KT e

s(a2 + 28 + 1) ’i ‘?l, t
Ky -

“can be reduced to this form by
s(T252 + 2;Ts +1)

" letting Tr = t. ILet KT = 0.5 ¢ 0.3,

qu(-r) - lc;,T_ [:-r -2t + 7\;&“,5 sin (;\/1 - ;zt + q;)]

2LA/1 - 2

¢ = tanl
' 28 -1

q,(7) = 0.5[x - 0.6 + 1.05¢7%-3% g1n(0.955 1 + 2.529)]

This is plotted in figure 9. Also qu”('r) and ‘lut("') are plotted.

The controlled variable 6(t) is measured from the initial posi-

“ tion. The initial position is assumed to be one quanta away rrom the

next quanta point 4b=1, At tw=0 a reference ‘pulse is received vith

B O L AR AR e
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: : adjacent to the mark since

KRy 31-..'

E Ao = +1, A ma.rk is made on the paper strip vith a plus sigz sdJacent ‘bo

At t: 0.5 q“sa('r) starts. The corrections to this path are

determined by adding qut(ti) to - qus (ti) when the ma.rk on the strip

is opposite T = ti on the abscissa of the plot. When tw 2. 95 a <

quants point is passed. The straight line approximstion is now -

. ‘-quss(t)‘ qus (t - 2.95) A mark is msde on the strip opposite 1’ = 0

" . when the original mark 1s opposite T = 2. 95. : Avmi_n_us sign is placed_,

: 'evz:..ss' _ .
—Bm- ) |o(2.95)

i_ The process is continued. The method of determining e(t) is shown ror

ba typicsl point at ¢t = 4. 8. The strip is a.ligned 80 thst the rirst

ms.rk representing the input pulse is opposite T = 4. 8. The straight-‘ f_

‘line approximation to 9(4. 8) is 148, The correction due to q“t(«t.e).
1s +0.09, The correction due to the feedback pulse is qut(l' 75) whose . . i

. value is ( 1)( o.zs) = +0,26. 'mms e(4.e) = 1,48 + 0.09 + 0.26 = 1.83, - °

The resulting response shovs the overtrsvel chs.racteristic ofa .-

bpulse-dsts system. The i‘inal position ‘18 1.45 qusnta from the 1nitial
'position. The response is also shown for an initial ste.rting position ' ,': o
"of b= 0.5 qua.nta from a qua.nts. point. The finsl position for this o
._ sta.rting point is 1.06 qua.nta, from the sta.rting point. It 18 of interesti . |

" to note that the ma.ximum overtravel of G(t) is greater vhen b = 0.5

than it is vhen b= 1. This will be explored later. The response of
a linear system with the same G(s) a.nd unity feedback is also shown’

for an input step of one quanta. The overshoot is,_similar but the

settling time 1s longer.




© over a desired path the path is often described 'by straight line seg-

This method of o‘bteining the response e(t) to an input r(t) is

: 'oe used throughout this thesis in the anelysia. It is not confined to

secend oréer sy_stems. It can also be used to determine response in the o

presence ‘of ‘nacklash as was illustrated in fig'uro 7.

’I‘he method could also probably be programed on a digital computer

investigator. '

Steady State Analysis

.

When a pulse-data system is used to direct the. controlled varia’ble

r(t) of the fom- - o

.

r(t) = ___‘ Aés(t'f nT, 0) + E Alb(t - nTr]_) +e0e
i ) n=K+l . :

determine the length of the straight line segnents. ‘Tro, Ty o o0

' : specify the desired rate of e(t) " Each of these series of pulses is

equivalent to a ra.mp input to a continuous control. Since this type

examine the system response to this type of input.

The transfer f‘unction of the prime mover 1s aseumed to be of the

fom
G(s) Kv (o) were G'(o)-l

The pulse data system is inc&pable of maintaining O(t) = l/T

to yield results with less computa.tional effort on the pe.rt of the ,; ,': o

R T

: ments. The desired path is then transcri'bed into a rererence input

: AO, 15 . determine the desired direction of - e(t) J., L «a.

" of input is often applied to a pulse deta eystem it is of interest to [

quite useful in analyzing the response oi’ a pulse-date system. It vill ‘_,.-'.- S

. 'exeept under certain circumstanees. ‘When r(t) - ﬁ A a(t - n:l‘r) e N

Salae L




-kt
'

‘ and the system 1s in the’ stead.y state e(t) hss the form shmm 1n fig- - V v

. a quanta the remainder of the period. a is “the minimm number of

Where oss (t) is the velocity of the control_led variable during one ,'~_
period of’ e(t) m the' steady state. This relation will be used to
o determine A'r 1n a rigorous manner. For the present a much less rig- P

E orous approach will be used to illustrate 1mporta.nt aspects of the o

-

,-53_.“

-ure 10. Under these conditions e(t) 1s periodic with period Tpe It'

- has the magnitude of .a+ l qusnta for ar of every per:lod and equnls g

' quanta velocity error 1n the steady state. Unless A\’ is .zero-

'_ o) f 1T

In ‘the steady state e(t) must change ’by one quanta during the T

time 'between reference pulses. heg it does not then a correction vill

)

take place until it d.oes.' Thus;-. - - _"- R

S - v{‘/ra (t) at.‘:,,_ R e

steady stete response.

" In'the stesd,yv_ stat_e: .

9ewe:rsge over one period J,‘/.Tr R L
- Kves.verta.ae

“average. - . -a+A—' ST e T
o . T T T Tr . W




u, (DT, @Ress o (sec)

Figure 10. - Steady state buti)ut of digital'tb_ analog éohverber,




‘55-” :- 7 o
;Note that for .a = O A'r 1s independent of ’1‘ . This 1s illustrated )
--in figure 11 for G(s) = l/s(s+-.9) at three input rates. The systen

: starts at rest when r(t) is applied.

SR T

In all cases A‘r approaches 0.9 in the steady state. At the lo‘wer Co0 L ’

1 fretes it tskes longer to reach the steady state.
The steady state response e(t) can e evalusted by determining
" the response of the prime mover to an input e(t) of the form shovn in
B figure 10. This 1s simply the response of G(s) to a periodic input
:Aplus 8 fixed input. This can be accomplished in ms.ny ways' ‘
(l) The Fourier series representation of e(t) can he evaluated.
. el(t) . can then be specified a5 a Fourier- series. : ‘. : .
(2) Steady state operational calculus can “be applied to obtain the
steady state solution for e(t) over one period. .
(3) The pulse-data system can be represented 'by an open loop
A .sampled-data model, Then e(t) would be represented 'by a constant
vplus the output of a. sampler and zZero order hold circuit. 'me hold

time vould be A'r. The input to the sampler vould be unity. Advanced

/% transforms could then be used to evaluate e(t) z 'tr'ansform__ sampled ;’:

‘data system analysis is deseri'bed by Ragazzinis )

. (4) The sampled-data model descri’bed in (3) could be considered an
open loop sampled-data system with finite pulse width A‘t. I"arm.a.njt‘a.rma6
presents a group of transforms which can ’be used to evaluate e(t)

The most useful of these four method.s 1s the second one. 'l'his vill .'

‘be the method used in this thesis to describe the steady state hehavior ’
o of a pulse-dsta system. ‘ 3 o
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S applied by F[i.nde8 to a pulse dsta system vith: B

' 18 developed. in Seshn. o

. detemined. - e ; oo S

48 determined.

'Where ’1' is the major time constant of G(s)

o S <f 3 “)] R

T 3'7 -‘.
Steedy State Operational Calculus

Waid.elich7 developed a method of determining the steady state

' response of a linear system to a periodic input.- This method vas '

‘ G(s)___ 8(Ts + 1;

L ‘The method is also descri'bed ’by Truxsl2 and Seshu . A rigorous:pr'roof: e

' The method 1is performed as tol].ows° TR o
(l) The transient response oi’ the system to a periodic input is

(2) The total response duri.ng the first period of a periodic input

(3) 'I'he total. response for the first period minus the tra.nsient

) response is the steady state response over any period.

) This is applied to a pulse-data system in the ronowing ws.y- S T

\

e(t) =a+ E [u(t 2 ar ) - u(t - nTr‘- Ar)] o
n=0

‘Descri'bes e(t) in the stesdy state as shown in figure 10. - It is useml"

to normalize the time varia‘ble by J.etting

-t o
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" Then take ‘the Laplaee transform of e(-r) L
| em.uz sy Ly
8 ; ‘ .

Jn-O

v" " .. ‘ ". .
. Ee-nSS - . TR
s . =0 S -_0'53 - .
""'e_ince, . RS ; 3 "
,. . 4"7 (1»'.: X)’l -1 + x ;“xzf‘xs"’ ‘4.._‘__-.‘ N . -
Thus: e T AT - :
. s .
e(e) =8 l -.e ;
. _ 8 3(1_,55) . !
) G - . .

- The transient response et('r) can be detemined 'by eva.luating the '

Anverse Ls.place transform. - ‘-‘ C e R
o(t) = 9(6) e‘ T
This ca.n be evaluated as a contour mtegral 1n the complex plane. L

o(t) = z residues of e(s) et
» ' at poles of ¢6(s) .

"=\ residues of 6(s) eBt , residues of 6(s) eft
at poles of G(s) at poles of e(s) '
' 'I’he residuea of e(s) eat at poles of G(s) yield the transient p&rt

et(t). The second term will yield a Fourier seriea of the steady .
state part ess(t)' However e(s) and G(s) cannot have any polel

o in common or the method d.oea not work. .




_Iaplace transfom of a(t)- _can be formed. .

'.[..e(?') e-'_-,,‘ &,Te(s) 9(04-) ‘ SR 2

| -ﬂe(r)] . KvT [a 21 é‘“] s—ﬁ—}' -‘

In all of the examples considered here G(s) = KVG'(B)/B Vhere"- :

_s+1 ;s+l

_ KT

. pole: at
T B m -1 f_-

= -KVT[ae Sl_‘SF_ ¥ ]+ G(D*)e"

8, (v) =‘Zresidues .‘C(e(t)] e“ 'ﬂ'_' B

.'I'he total response over the first period is nov detemined. St e o

N as‘ ‘. . . C ) .>.. '1-: .4
e(s) = i*.—l_;e_ ’ for - °< 1<P S

usg

' 9(1) =‘2 residues i[e('r)] eSt .'

B TR RO _11_.._;":"_)_ ,,m
R P Ce+lis  s(1- e-PG s+1

» G'(O) = 1, 'l'his alvays has a pole in common vith e(a) 'I'h:ls pole at ‘

poles of - - - P R

e(s)G(s)" . . el
= K,T [(a +1(1-e T) + n('r - a)(e""“) =11+ b(o%) T

for o<+ < P :
. 'I'ne steady state response over one period is then -the difference. )

955(1) = KT [(a + 1)(1 - &) ¥ u(s - a)(e” -(-2) _ )] 4 b(o*) e=F

- KVT[a.e + G- e T +9(o+)e

1-6) PR , IR

Py

.'s =0 cen be eliminated 'by examining 9(1') In the present exa.mple the o

v

B N




' Where' 1' - O at the time when a reference pulee b(t —n';‘r) occurs. '

Then this solution is valid for 0t < B. .

" As was Ehown before.

'3_-40-

At may be evalusted by making use of the fact ‘that the con-. B AR

trolled varia'bles changes by one quanta 'betveen reference pulses.

'musx

oo 25 e

S KT (e'(""') - 1) ar

- K,,'I‘Ee £1)p+ e B -1- (;‘ d )(e‘a 1)
T e e Byl opea]l T SnoTL T LT

KTl eal

) | J;B baa! (x) a . |

At = -—f.-’arr o

Graphical Steady State Analysis

The time domain solution vhich employs the convolution integre.l

" -can a.lso be applied to obtain mrormation a'bout the steady state
response. Once T, and G(s) are determined ‘AT my be detemined

" by the methods of steady state operational calculus or by tha . S

graphical time domain solution. The form of e(t) is then apeciﬁed. - :t

. 0”(1;) can then be determ.ined 'by the follouing procedure: -




Cealel

1. Plot q(t), the impulse response of c(a) This is the velocity -

"4response to a step input. _ N 5 T
' 2‘, The convolution mtegrel then can be used to detemine G(t)
9(t ) . 1 b(t - 1’) q(t) d‘l’ :
i 0 1 R

‘.5._3 The form of e(ti - 'r) in the steady state is a periodic series: -

‘ ; of unit impulses. 'l'his series of impulses is ma.rked on a strip of peper R

with 1‘ as the dependent varieble.

" 4. The strip is moved along the ¢ axis of the q(t) plot until

~ the ordinate of q(t) opposite ‘the - 1‘ = 0 ;point on the strip is 1.n the L

A -stead¥) atate.' | i N " .1 W I -‘t
'l'he method then proceedﬁ Just as in the ,cese of the time domain

l“'

tra.nsient solution. : Except the strip now has the ma.rks already on it.

r

The value of ess(t) at any time is the alge’braic sum of the ordinates Lt

‘or 'q(t) e’bove the marks on the atrip.

" The values of- «95s (t) over one period of Te may ‘be determined

A very quickly by this method. The method is applied to determine theo- o

‘retical va.lues for 1 1in appendix I Thus ess(t) can be used to
- determine the steady state ripple for a given value of KvT and T

§ynthesis Methods

It is desirable to have some criterion by which the system ga.in or
some other system pa.rameter can be specified. v
o In a l:Lnear system the Root, Locus, the Nyquist or the Bode methods

‘can ‘be employed. In general the specification of stability criterion

' for a nonlinee.r system are not nea.rly as easy 'to systematize. '4




describing function method.

'.with two integrating blocks.- me on each of the inpute to the summing

point (fig. lz(a)) A describing function uill ’be developed for the

_‘,v.~42 -..

For inputs vhich cause the pulse-data system errors to be ln.rge the o

qus.ntized and discontinous nature of e(t) vould appear to be less

1mportant. Thus it might be reasonable to replace the system model

] with one which had the same transfer i‘unction with unity feedback i’or

s la.rge errors. One- way to determine ir this is possible ie to apply the O

A new model oi’ the system is developed in figure 12 from the model

shovn in figure 4. ‘A new input r' (t) 15 defined as the deair_ed out- !

put. This is quantized to produce r{t). The integration block my

then Ve moved beyond the summing point. 'rhia is done by replacing it

Quantizer and integrator com‘bined. This will yield an equivalent gain

'. KQ vhich is dependent on the e.mplitude of the input to the Quantizer.
'l'his is shown in figu.re lz(b) Tnis model could then 'be used i’or sta-. . - .

bility investigations using the describing function. A further refine-

ment is shown in figu.re 12(c) vhere the- KQ block is moved ‘back through

~ the suming point. In this model the gain KQ ‘can be related to the

error.

'I‘he gain KQ is determined by applying a sine vave to the Quantizer

input. The output of the Quantizer is integrated. The first hamonic

. of the integrator output is compe.red with the Quantlzer 1nput. 'I'he

ratio or the output amplitude to the input amplitude is KQ

- The Quantizer and integrator input-output relntion is shown in

figure 13. For a sine vave input to the Quantizer the output may be

Descri‘bing Function R
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Figure 12. - Describing functica model.
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o - w45 e Taw e LT -

o expressed as a Fourler series. . -

SRPTR I - b ot =2 T
R senmena |

Where: T e SRR R R~ R ."-"., .
Pl : : -2 t(at .
SR »<' )

AR ,": : s
_bn=%f f(wt) sin'n at dut |
" : -x .

-

'I'he output of the 1ntegrator for a Qua.ntizer sine vave input of A Sl

,1

two qua.nta amplitude :ls sho'wn in ﬁgu.re 14, -

e DA ".an = o - ‘o i} .
A Since the mtegra.tor output is a.n odd function this integral will

) va.nish. o

] pewe o peey R Cpeey
bn';';[ sinnwtdmt Zsinnartdmt i sinnaxtdwt
. -m-e_l_ -x+92 . ) i 62 -

92 - x-ez T n-_al L o
+f .s'innwtdwt-c-f 2sinnwbdwt+f sinnmtdwt
‘n=1 for the ﬁ.rst harmonic thus.
- bl(z) = -‘1 [cos el + cos 92]
' Where: . . _ )
i S A 9, =05 A=z

Thus: - C

P N




Figure 14, - Quantize

r output for an

N .. . ~ By
. .

' .
[ .
- - .- . -

input of 2 sin at. -
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effective gain Kq' oscillstes a’oout the value one with decreasi.ng

’ zero. In this region it behaves as an open loop system.

’,“;errors. .

- 47 -
- 48-50 4 o .' ’ :‘:».'_7 “'.‘ .’
‘ bl(z) = z.oa _
In this way ‘bl can be determined for several input amplitudes A. o

The value of KQ 18 then determined by the relation. _' ol

.- P T 'bl(g\)

‘I'he resulting relation ‘betveen KQ and CA 18 shovn in figure 15.

’ KQ va.ries from 0 to 1. 275. The highest goin occurs for a sine vave DR

- input of amplitude 0.7 quante. As the input amplitude increases the “

. amplitude. For inputs of a.mplitude less thnn 0.5 quanta the ga.in in L

This result Beems to su‘bstentiate the claim that the pulse-data AR
»."».u..ll-n, IR & ...j.e C

system approaches a continuous system when its en‘or is large. . In -

'”figure 12(c) the loop transfer function approaches G(a) for large _ IR

i

The describing function could now be used to approximate the sys- '

tem gain for stable operation at all input amplitudes., 1r G(s) 18-

the open loop transfer function a.nd KQ(e) is the describing tunction o

(there is no phase change with amplitude) then the closed loop tra.nsfer o

P

_functionis. T e

_a(s) S Dt
RETRE® L

This 18 stable if the denominator has no zeros with positive real

'parts. The Nyquiat dia.gram serves to investigate this by plotting the

" locus of the G(Jm) vector in the complex p].ane as ~o < ® < -o. Al

B
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.oa

*" " 'The Routh table 1s: T

thia locus 1s traveled when @ goes ﬁ'om - to +o the - K_Q%'e-)'
point must alwaya lie on the Left. In this case the critical point
vould be 1/1. 275 - o. 784 i.nstead of 1.

The descri‘bing ﬁmction, however, appears to be quite conservative. L

: In fig'ure 9 the reaponae or a pu.lse-data ayatem il shmm. -

: G(s)_' L K,T SR
- . 8(88 + 0.68 + 1) T

vith continuous feedback this system vould be unstable 1: K,,T - O. 6.

Since Routh'a criterion shows: ~ T ‘-Q“]‘_" . f'.' S

14 G(s) - x,,'r v O.Gs + oS L R

- © 0.6 BT, T et e e
0.6-K,T . T 4‘; S

Ii’ KvT > 0.6 the continuous system is unsta'ble. Using the descr:lbing
ﬁmction the pulse-data system should 'be unstable for KV'I‘ > O. 47. The

response shown . in figure 9 haa KVT = 0.5 and the ‘error is certa:l.nly

greater than 0.7 quanta. Thus 1t appears desira‘ble to have a more

) accurate sta‘bility criterion.

Stability Criterion
The describing function indicates that stability of a pulse-data _
system 1s the most critical at small errors. The descri'bing function .
- 18 approximate, however. Its. accuracy depends on how well the output

of the quantizer a.nd integrator can- be represented by a sine wave. 'Also o

the ‘bandwidth characteristics of G(s) are important.




'trolled variable overtravels less than one quanta 'beyond the quants
point. The response for an underdamped system in this case will reach
a maximum value e('r ) at T = T, In the other case if G(Tm) > l + ’b “

. the system has overtraveled more tha.n one quanta. e(‘r) will become

-50-":...".,-'. ~

In order to develop a more accura.te method of specifying a parameter

of a pulse-data system the response to a single input pulse will be

examined.

-

Figure 16 shovs the two basic types of response to a single pulse.

'I‘he initial value of the controlled varia‘ble is ‘bl quanta from the next

‘quanta point. An input pulse r('r) = s(f) 1s received st - O. 'n:e .

controlled variable 6(1) ‘will increase with time until the system
passes a quanta point at 9(1) = 1, This time is designated 'l' At

this time the value of e(r) goes to zero. The controlled variable o

continues to increase but the velocity decreases. In one case the con-

negative causing the system to ‘take longer to settle down. In general
b and G(s)  will determine if the system will overtravel by more than *

one quanta. A procedure for detemining if a given pulse-data system

E vill overtravel more than one quanta will now be developed. This vill

provide a. way of specifying system response in the region vhere the

_’pulse-data system is most nonlinear.

The prime mover block and its typical input and output during the
response of a pulse-data system to a single input pulse is shown in ‘
figure 17. An input pulse is received at v = O. ‘I'his causes e('r) to
become one. At T = 1'1 a quanta point is passed causing e('l) to
’become zero. At 'rm the value of 6(7) is a ma:d.nnm. 'I.'hus’

9(1) - qu('r) - ufr - ‘11) qu(\' - ,1) e
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The requizement for no overtravel 1-: o Do o

-e(t)mxmm < b + 1

'mere a.re two cases which must naw be considered.

_Case I 9(1’) exhibits no overahoot.

Case’ I e('r) does overshoot. - 0 E EENCEN AR

[

n In this case the Iaplace transform of 6(1’) is'

f‘or_ example ify

s(s + 1)(T's + 1)

‘Where K,T ‘1s to be specified. s
Unm| KT -e 1) ]

G(T)W s+0 s(s + l)(T's + l)_l

The numerator and denomina.tor approach zero so that th:ls is mdeteminate.

Bowever, L' Hosp:ltal'srulecanbeapplied. s

R L s
e A R L N GV
T N 2N

In this case G(s) has no complex poles. The final value of o(f) s
1s the meadmmvaluc. o PR S ";. :?1::,?} :

:.G(s)‘--l KT - ,

< e(s) 0T W O
. - . - s 7‘;. - "
o »' ‘ : . >9(T)‘.ma.x -:iz Bf}(‘s)(l.a' e T% )] R :;V‘ ) B




:to be speciﬁed.
parameter values. e .

g values.' Tne limiting parameter value is that ror which the R CEE

* one,

-‘,- value occurs where the slope of o(t) is zero. That is.

Ter, - -

S : 11;::- [ Trd] '('1-'-:?1.‘:)"
,G(T)m- 8-+0 - xg, ]

% (718> + (1L+7)82 + 8)

=
- lim F ~ KyTrie 1
8~+0 31":;2 +2(1 + T')e +-1

In this case the overtravel criterion u: ) : R 5 '
.' KTt <b+ 1 L

'I'hus the method for overdenped systems m S

(1) Plot qu(‘r) for various values of the perameter which 18 ‘

(2) From this plot d.etermine 1'1' with respect to 'b for the _-_'

A

(3) Plot 9(1) maximzm v h respect to 'b for the pa.ram.eter

i

: .e(T)m&ximum curve falls below the 'b+1 line at all poi.nts except

TRETE

Case II - . : SR : : ST
" In this case the rinal value of 9(1) 18 not the maximum value. S

 Let 'l.'m be the time at which 6(t) is a ma.ximm. 'me mximn

9(1) =0= — [qu(-r) - u(-r - 11) qn(‘l' - 71 )]

i [qu(??)] l-— [u(-r - 11) qu(‘ - 11)] _. C

Let q('r) be the impulse response of G(s) thep dt [qu(t)] - q(t) B




' 'r at which these two curves cross is =

=55,

'f';('l’ ) = u(f': = 1) '(1'(“;- ,"' "1) v
7. The value of ";m may be o‘btadned by plotting the 1mpulse response
q(‘t) A second plot of q(1) 1s delayed in time by 'rl.- Then the time
-~ Ir there .are severa.l 'mi

vhere the tvo curves cross all of the values are noted., - The desi:red

V fm 1s the one which causes 9("mi) to be the 1a.r3est. Chce ™ in'.',_ S
found e(‘r) maximum is determined. Ir b + 1 > e(r ) the pulae-data. . o

o system vill overtravel less than one quanta.

'l'he method for underdamped systems 13" o

» . oL B

(1) Plot q,u(‘r) for various values of the pa.rameter wh:lch is to 'be

‘~:lspeciﬁed. e L lz‘: - ) N

(2) From this plot determine R vith respect to . 'b for the pa.ram
l

Aetervalues.. T R

(3) Plot a(t) ‘twice. Delay one plot by "l to detemine T

the: t:Lme at which the curves cross._ Determine T @8 a. function of 'rl.

(4) Using 0(%) oy = qu(‘t ) - u(ry - 'rl) (g - 71)  and the plots )

developed in (1), (2), and (3) rlot o(ty, ) as a function of d.

(5) The curve of 9(1’ ) less than the b + 1 line at all points
" except one determinea the critical pa.rameter vnlue. )

Note. I it 15 desired to vary the open’ loop gain Ig,'l‘ alone an -
a.lternate step (4) 1s suggested. (4) (alternate) Plot- 9(1‘ )/KVT as

a f\mction of 1'1. 'I'hen for va.rious values of . K,,'I' plot e('rm) as a

' f‘unction of b -
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The method for underdamped systems 1s illustrated 'by thc

"rollwing example.
: Iét.

G(s) s(az + 0.63 + l)

'l‘he critical value or K,,T will ‘e selected.

(l) Figure 18 shows (1) /K T as a f‘unction of ‘r. : 2 -
U , oo
(2) T, as a function of b for v&rious values ot T is
1

' shawn 1n figu.re 19. These are obtained by choosing a value of K,,‘l'. ‘
'l'his value specifies the ordinates in rigure 18. Then the vnlwe of ..
T for which- qu('r) = b is "1’ For example 1r KVT - 0.5 for o

b = o.e = qu(t), T = 2.56. In this way figure 19 1s developed.

(3) Figure 20 shows - q('r)/xv'l‘ ‘and q('r - -rl)/x,,'r Lor 1’1 - l.

'l'he curves cross tvice at Ty = 3.8 a.nd 7.1 02, e(r)/x,,'r is la.rg- )
’ est for T o= 3.8 i " This comparison of q('r) a.nd q('r ‘tl)u('l’-‘l’l)
: -lis carried out for enough valuea of T3 . to plot the "m versua \‘1

» relation. The resulting T versus 1’1 plot s shown in figure 21.

"(4) Then giveu 'rl, "nl 1s determined from figure 21.. 'I'hese

- two values may then be used in the relation' STl L

6(ry) = q,(ty) - u(ty, - 7q) q“(f - 11)

'  The values of q“(-r ) a.nd qu(-r - 'rl) are determined rrom figure

. 18, For Ty = 1. figure 21 yields Ty - 3.8 cee. Tben figure 1.8 .
shows %%v(;.—) - 5.28 quanta and (2.8) - 1.93 quanta. 'nmsx E B v, - N

L

_-(3'—28-2 1.35 qua.nta. for 11-1
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. 8(7y) = 2.95%0.5 = l._475 quanta. 'l’he curves shawn in fig'ure 22 a.re
 developed 1n this vay,'

‘AThis 15 shawn ‘by the fact that the e('r ) curve for KvT - 0.5 lies

e entirely below the 1+ line. 9(1 ) for x,,r - 0.6 haa portions

ol ista:rting position a.nd a system parameter L _5

-51-

This development is used to obtain e(-rm)/x,,r as a t\mction of 1’1

. '_ as ahown in ﬁgu:re 21.

(5) Now the curves of 9(1’ Yas a functioﬂ of "b ~ for various.
|

" values of KVT are plotted in figure 22. This 18 done by selecting
a value of KVT. 'l'hen for every b there 1s a 1'1 from figure 19,
- The value of 1'1 specifies o(v )/KVT in ﬁgure 21. 'mis value 1- : =
Vm'ultiplied by Kv'r to o‘btain a value of 9(1' ) for ‘b at the speci-f
fled K,T. Thus for x,,'r = 0.5 and b = 0.6 quanta, 0= 2,26 rer :"
' from figure 19. At 1y = 2.26 con, o(t w)/K,T = 2.95 qua.nta.. Thua A

‘The critical value of
o g

; ‘_'Lj'- 0.5 < K,,T < O.

o ',',1

e.'bove the l + b line.- :

'./.

The a.nalysis shawn y'ields much more mfomation 1n addition to

o the ma.ximum value of a system parameter for a specified overtrnveL

) 'I'he following information 1is also ava:lla‘ble:

(l) The time of the first reedback pulse 1'1 as a runction of

.

(2) The time at which 6(1’) 13 'y max:hmm -rm as a runction of

" the same p&rameter.

' (3) The distance 'between 1+ and e(-rm) 1nd1catea the -

amount by which the system fails to overtravel one qtmnta.
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‘. 'be illustrated in the appendix for a speciﬁ.c systan.
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Thus many of the essential characteristics of the’ system responu

"to a single mput ;pulse are obtained. The method appears to 'be morc

exact tha.n the describing ﬁmction since 1t specifies the response of

the sys‘bem shown . in figure 9. _'

-The three methods outlined in detail in this chapter can 'be used S

to design a pulse-data system to meet specific req\uremnts. !Ehis vill-l L:




Cesee T
_ - , -ﬂ S
-' Accdmcr AND SMOOTENESS N
. 'l'nis chapter vill be concerned with the definition of accuracy and -
'smoothness of the controned variable in a pu.lse-dsta. system. 'ﬂ:e syl- .

tem considered hss a prime mover chs.rscterized byt . r RN S e

G(S) - KVG (l) _ -

H 'vhere lim of G’(s) -1, A smoothness criterion will be developed to
. B - 0 -

evaluate the smoothness of the controlled varieble a(t) Ihe method L S _

- of tra.nslsting a desired path into en 1nput r(t) i be defined. AR
' " The pulse-dste system 1s ceps‘ble of extremely high accura.cy. Haw- o
ever, "1ts resolution is limited 'by the quanta size. The original speciﬁ v
fications thst describe the desired path that the controlled va.ria.‘ble Lo
_should follow must dbe trs.nscribed 1nto pulse-data. The pe.th is expressed

.es a series of one qua.nta steps. 'I'he resulting information is in the .

form of a pulse train_ 'r(t)‘,‘ see figure 4. Each pulse directs the sys- p -

" tem to _mdve one qua.nta. The time between pu]ses determines the desired

in'sta.n_ts.neous rate. It will be assumed that the desired path is mds.

up of' a series of straight lines or rampse The actual pulse-data sys-

tem vill not follcw the rs.mp raths exactly because of overtrevel end

' "the lack of resolution betveen quanta points. Howaver the errors can

' ~ be reduced if the translation is ca.rried out in a specific way. _
It is desired to have the controiled vsria‘ble descri‘be 1n e rsmp

at a rate of l/T quenta per second. This 1nfomtion can 'be

transcribed in one of two ways. x




: Method I
| ‘start Figure 23(3) Bh"" the steady state l‘eBPOnse for several vaJLuol. S
height of one quanta (fig. 23(v)). -

‘ inata.nt that the desired ramp starts (fig 23(3)) Vith gain Kv - l/T

"che controlled va.ria‘ole will follow the desired path quite cloaely. :

A variable lags behind the desired path,

'I'he input pulses r(t) sta.rt as soon as the desired rsmp is to

of  gain x,', vith this method.

The mput pulses ' r(t) start when the desirod ramp hss reached &

If method I is used the controlled varia'ble starts to change at tho

: ge.:ln Kv > l/T the controlled varisble will lead the desired path 'by
one ‘quanta or more. If gain X, < 1/T, 1t w111 lag the d.es:!.red path.

If method ITI is used the controlled variadble sts.rts T, seconds

" late. If gain, K, > l/Tr the path of the controlled va.ria’ble oscilla‘bes S

about the desired path (fig. 23(b)). For gain K, < 1/Tz. the controlled

-

Method IX penalizes the pulse-data system except ‘when Kv > l/Tr.

HOVever 1t corresponds to the continuous feedback system where the con-‘

trolled va.riable lags the desired path 'by an a.mount determined by K'

,and the rate.

Stace the translator can choose either method 1t will ’be e.ssumed' R

.that ‘ooth methods are applied as follmmx

(1) When rc,, > 1/T. method IT :ls used to tmnscrroe the deau-ed' S
path into pulse-dsta. ' o .
(2)when xg,<1/a',. methodIisused.
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In this. way the accuracy of the pque-data system for ramp 1np\ttl ‘_

of w}arious rates can 'be 1mproved._ This will be used to compa.re the -
L : response of the “adaptive a.nd nonadapt:lve pulse-date. systems ‘ . L
Figure 23 also 1nustrates one of the dlsadventages of the pulse- S ‘._ -
4 data aystem. At low input pulse rates it tends to follow a stai:case :
path. The rate of the controu.ed va.ria’ble s not con’cinuously equal E
V to the desired rate. 'I'he amount of this deviation will dbe mdicated

‘by a smoothness criterion. _‘ A

The most common types of error criteria 1nvolve the integration SR . e

of error or powers of the ‘error, This tends to smooth or avera.ge thn
o : R ! o .

- 'I’he problem involved vith the :Lntegra.l criterion 15 111uatrated 5

'for the mean-aqua.re error criterion vhere
e f [xa(t)]2 dt

_ Figure 24 shows the velocity of a pulse-data posit:lon system vith N N

G(s) = Kv/s at a f1xed mput pulse period Tpe -

';.f' ‘Tr[(xv -_1_) s (__) (Tr-A-r)]'i

But ot = 1/1:,, vhen 1/xv < Tr &8s was shown in chapter II.

ST 1 ‘1
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‘ 4 Q_ - 69 = _
'l'hus T va.riea with T for a fixed Kv I has a maximum vu.lue

- When T 'becomes la.rge I becomes eman due to the averaging '
effect.t In a machine tool, for example,a response oi’ the type shown in ]
figure 2& would be 'Just as serious it T “vas le.rge as 1t would be for: )

The mtegral error .critefia“ are useful in systems vith ra.ndom or..:-"' o

. ’n'onpex;iodi’c inputa. In the present case a criterion is needed to eval- BT

l uate the smoothness of the steady state response of a pu.lae-data system. )

This response is periodic. 'l'hus an error criterion vhich doea not hn.ve _f_ R

the averﬂgins" feature is useful. o ; ‘ e

(he possi'ble error or smoothness cr‘”erion is the ma.xixmm error B

betveen the controlled variable velocity and the desired velocity. '

. I-’l-g(t)'rr]max }
This criterion 'will be used to evaluate the smoothness or the

adaptive ‘and nonada.ptive system responses. ' ";f' g o f -,_’ . ’, i

Vol e
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csAPmR w
"PATH CONTROL sysms WITH mwm RESPONSE
_ One of the reasons that a pulse-data system is used is thst it
” possesses high accuracy. Thus a.t high :anut pulse rates 1t 1s desi:rabh v
to have the position loop gain as high as possi’ble to minimize the error.
At low rates the sain should be small 50 that the controued va.riable : .
i vin follow the desired path at ‘the desired velocity. 'l'he tvo require-
ments cannot be met by the pu.lse-data system with fixed position Joo;p
- sﬂ.inf . R \
| There a.re several solutions thst were mvestigated. B
Q) 'l'hs loop gai.n could be made adaptive vith the input rate. For
exa.mple ir G(s) = x,,/s the contro]_led v'a.ria’ble will fo].low the desired
'path 12 x,, - 3/1,. Thus Ky could ve contmlled by 1/T,.. L
(2) Integral plus proportional control could e used. man G(s)
.'vou.ld nave the forms o "

G(s) " M
sZD(s)

'I'his system has small steady state errors e.nd 18 capable of follow- .
‘1ng low input pulse rates. Hawever the tra.nsient errors are quite 4
large. The system would 'be qnite dirficult to sta’bilize in the presence
of even small amounts of backlash. Drift pro'blems e.rc accentuated 1n a '
."system of this type which :anreases the possibility of. a limit cycle of
' sman amplitude.v .- - ‘

(3) Feed-forwa.rd techniques could be used. An analog signal

}proport:lonsl to the des:u-ed rate could be added to the d:lgital to




would be considerably more expensive then the pulse—dn.ts lystem. Th.
' ‘quanta size vould have to be made much smal]er then the size used in the

This would have the effect of reducing '1'1. ' for a given desired input

: the number of qun.nta error would increase. As was i]lustrated by the

d 7’11-"

snslog converter output e(t). This type of system has ls.rge tra.nsient

errors. Also slight cha.nges in the analog rate signal or the controllcd.

variable rste would lead periodic pulses in the output speed. These ‘

pulses would 'be due to the correction of accumulated position errors. .
Q) A sa.mpled-data control could e used with the position feedbaek

- supplied by an encoder. This 1s an a'bsolute psth contro]. This systen

) pulse-deta. system to obtain much improvanent.

(5) The quanta size of the puJ.se-data system could be :neduced. o

rate. At the same controued variable rate e(t) the 'a-c J.evel" a"_.:",

of r(t) ‘would increase providing smoother operation. Thus the system -

i would operate vith the same absolute error and the same gain KyT - ’but

descri’bing function 4n chapter II the pulse-dsts system approaches a

‘ linear system a8 the error, in qua.nte increa.ses. This system has the
o disadvs.ntage ths.t the capacity of the bidirectionsl caunter and digita.l , s

~ to analog converter must be increased. The "fineness of the gua.ntizer

must be inc.reased. Backlash between the qpantizer and the actuator v‘ill_'
now increase in importance. As the amount of the ‘bsckls.sh approa.ches . ‘
one qusnta in msgnitude stability problems can develop. Ths work in-

volved in transforming the desired path into a pulse train r(t)

increases as ‘many more input pulses are required to move the same -

. 'tu'f-tm. _°'.‘




mplemented ’by a system vhich 1s described in the next chapter
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The 'best overall system appe&rs ‘to be the first ane. This -systen'

. has the lowest transient error, It will operate reliably in the presence
' . of la.rge -gystem para.meter va.ristions. It is no more succeptable to -

» drift problems than the 'basic pulse-data system. The ra.nge of smooth

operating speed can ‘be ls.rger tha.n any or the other methods with ths

‘lpossi‘ble exception of the 1ntegrs.1 control. The cost or the ads.prtivn B
' 'Icontrol is 1ess than that of any of the other methods. " The adaptive

' system was selected on the ‘basis of these advantages. 'I'his method vs.s :




it e

o ptﬂ.seandafeedbackpulsecouldoccuratthesametime IftheBi-;.

"As was diacussed in chapter v the self-adaptive pulse-data Bm y S

" appears to be the best overe.ll solution to the problem of law speed

form in figure 25. 'nzis systen vaa constructed and tested to show the
o improvementn in moothneu. 'l'he ci.rouit consi-to of s pulu-dntc mtcn
as deseribed 1n chapter T and shown in figmwe 3. I add.ition there {s

o loop gain pm'cporbional to input pu.lse rate. ’.l‘he purpose of this chnpbcr
- 18 to describe the self-adaptive system. Special attenti.on 'will 'bc

. smoothness and high speed accuracy. The system is shovn in dlock diagran

a self-a.daptive section (inside the dotted area) which na.kea the position

K directed to those parts not described 1n chapter 'I. A deta.iled dascrip- FARR T

H

. operation will be descrived 'brief],y

: vas too short 1t would malmnction. The Synchronizer consists of fowr

. 'directional Counter received these two pulses in a time intervnl which -

: tion of the system is contained in appendi.x IT. . v _' Sy Coomn

Ba.sic Pulse~Data Section

'l'he section of the self-adaptive pulse-data system outside tho

dotted lines in figure 25 consists of ‘seven physical subsections vhosc s

Symchronizer
The input pulses r(t) enter a Synchronizer (sync. in fig. 25) »
along with the feedback puilses c(t). This circuit, developed by D. R -
McRitchiel®, prevents the Bidirectional Counter (BDc‘in fig. 25) from
receiving more than one pulse at a time It is possible that an input o
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sections. One section for each of the plus and minus input linel

and one for each of the Plus and minus feedback lines. Hhene'ver a

_pulse is received by the Synchronizer in one of these lines it il L

stored. A clock operating at a high rate opens each of the four
sections in succession allorwing the stored pulses to enter the 4
. Bidirectiona.l Counter at speciried times, In this way no two puloel

vca.n enter the Bidirectional Counter sinmltaneously. The unit does,

: hovever, introduce a delay due to the pulse storage time. In the g

system constructed this delay is. 0.005 sec. .

Bidirectional Counter
N

'I'he Synchronizer output is in one' ot two lines at a.ny given . ~

time A pulse in one of the lines direc}ts the Bidirectional Counter

' ‘: Wi

_to count one bit up, .in the other line it directs 1t to count down.
: The interconnections between stages of the Bidirectional Counter

) determine whether it counts up or down

In each stege these interconnections e.re controlled ’by two R

gates. 'I'he ga.tes which operate as electronic svitches are con-

o trolled by Whether the pulse enters in the - "up" or the "down" input

line, When a pulse enters,the a.ppropriate gates are activated for .
a time which is long enough to allov the counter to change state
one bito . '

i At the nu_u position the counter is set half rull. In this wa.y :
:'it can cowit up or down by the same amount ‘before 1t averflows. Tha

counter capacity is 363 counts, This is considerably_ in excess of L

the maximm system error. o

"
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Digital to Analog Converter .
The atate of the Bidirectional Counter ia converted to a d-c

voltage 'by the Digital to Analog converter (D/A in fig. 25)s The circuit

V used 18 described by Susskindn It consists of a ladder network with

VV _' equal cur:nent aources each activated by a atage of -the counter.. The ." R

resulti.ng output voltage varies f‘rom +1°O volta to +166 volts with

+178 voits output 'when the counter 18 at null. ‘The voltage deviation

i‘rom +1‘78 volts is proportional to the count in the oounter. -

Modu.'lator R

.

'.[’he d-c voltage produced by the Digital to Analog converter is

modulated on a 60 cycle per second ca.rrier. The aignals :Ln the a.ctuator )

driving section are all 60 cycle per second a-¢ voltages. '.I'he Modula.tor

(mod. in fig. 25) accomplishes this with an electromechanical chopper,

_The amplitude of the 60 cycle per second a-c voltage is proportional to
L “the num'ber of quante error :Ln the pulse-data system. Thia 15 e(t) i.n )
the system shown in figure 3. This voltage controla the actuator in a ‘
: nomal pulse-data ayatem. In the adaptive syatem the magnitude of thin

voltage for a given error is proportional to the input pulse rate._ Thil

is accomplished by multiplying e(t) 'by a signal proportional to i.nput -

pulse rate in the Multiplier (x tn t1g.25). - o I T

_ Prime Mover ) _
The signal e(t) or K'e(t)/T in the adaptive system directs
' the Prime Mover (G(s) in fig. 25). A two- phase a-c 15 vatt Servomotor :

driven ’by a puah-pull power amplifier s used aa the Prime Mover. -vThe .

motor apeed 1s measured by a tachometer to provide velocity feedback.
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!I!h.is feedbaek 18 used to reduce the time consta.nt between input sigml
a.nd motor speed. The motor is capa'b]a of speeds of up to 3550 rpn at
. "-‘noloaa.', _ R '
S The output speed of the motor is gea.red dovn to the Quantizer. . The
. 'A'“Gea.r Box is. 'breadboa.rded on &n e.luminum plate 'by means of hangers ola.mped
_ " to the plste to support the gear shaﬁ;s. The motor turns st 17.5 tines
the speed of the Quantizer.‘ s o
) _ | Quantizer - _ ‘ _
. The controlled varia.ble e(t) 18 measured by the Quantizer (fig.
25); This is an e]ectromgnetic device which produces two outputs. The -
'outputs are modulated on a 45 kilocycle ce.rrier. These two outputs are ."‘.'"f
shown in figu.re ze(a) ror a constant Q,\xa.n’cizer speed in the plus d.irec— ‘
tion. Notice that they are 90° out of phase. . These signals are demod-.
" milated and ‘amplified to produce two square vaves ‘A and B (fig.
. 26(‘b)) Wave B 48 also inverted to produce -B (fig. 26(b)) Both .
of the B waves are differentiated to produce the vaveforms in fie;tn-c
' '2s(c). d.'B/dt a.nd '-dB/dt are each fed to a gate which 1s open to
4 positive pu]ses when signa.l A is positive. Thus sinoe the positiva -
K -dB/dt pulses oceur vhen A 1is not positive the output of that gatc -
' vhich we call the minus gate s zero. The dB/at positive pulses
occur when A is rositive. Thus the output of that gate vhich we calJ.
the plus gate 1s shown in figure 26(d). When the Quantizer 1s rotating
in the minus direction the waveforms are as shown in figu.re 27. 'me
positive . -dB/dt pulses occur when A is positive. Thus the output o
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 The values of e(t) where the B output goes from 0 to plus ’when the

of the mi.nus gate is shown in figure 27(d) 'Ihe positive dB/dt pulses
' .'occur when A is not positive thus the output of the plus gate is zero.

_Qusntizer is rotating in the plus direction are the quanta points. The Su

Qxantizer used produced 100 pulses per revolution of the electromsgnetie

o -.'by the Self-Adaptive Section. ’I‘his is accomplished by a Multiplier ss

. 'the period of r(t) are fed to it.- '.'L_'his is shown in figure 28. The -

: 'I'his completes the description of the ‘basic pulse-dats. system.

" Self Adaptive Section

The position loop’ gain of the basic pulse data system is controlled i

' briefly described in the Nbdulator description a‘bove. The signal which -
; controls the Multiplier 1s developed by the Input Rate Semsor (fig. 25)”4:.
: R Input Rate Sensor -j" R o e
'I'he Rate Sensor measuresthe input pulse rate.' It accomplishes this -
purpose 'by measuring one half the input pulse period. s .
The circuit. requires that twice as many input pulses st one half - - ';, -

. ', pulse input to the rate sensing ‘circuit 18 denoted by r*(t) (fié.
ée(a)) for an input to the system of five pulses. Thus ten r*(t)

' ~pulses are fed in at a frequency of 2/T pulses/sec. The rate circuit
. produces a squs.re wave from these pulses as shmm in figure 2e(b) Tbe -
time 'rr/z is measured 'by & counter and & fixed frequency pu.'Lse gen- .
erator. The square wave is differentiated to produce the negative

" ‘pulses shown i.n figure 28(c) which are then fed to the pulse—dste

'system as the input pulses r(t). P - U VR RR S SV
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input rate over a ten to one re.nge inten steps. It was actuslly con-

' different gs.ins over the ra.nge of adsption. If i’or exsmple the 1nput

-82-",*”

'I'here are tvo counters used to mee.sure Tr/z each with a ten E

count capacity. A given’ counter measures T /2 ‘every other cycle ot KR

the squsre wsve. The counter sta.te is converted to a. d-c voltage.

The counter is a cold cathode tube which is used as & voltage source

. in a divider network to accomplish the digital to una.log conversion

directlv The d-c voltage conversion is nonlinear so that the voltage ‘ L S

is proportionsl to input pulse frequency. The d-c signsl indicsting

‘not counting. 'I'hus the input pulse rate signsl is o'btained from one

counter, then the other to provide a continuous rate signsl. In thi.s S
| 1, 4 . ) oS T
Vo vny input pulse rs.te is determined continuously.

S ‘ A : i

The ten cou.nt1 osﬁacity of the counters limits the renge over 'vrhich

Ty .'1'

gain can 'be changed. Gain could be controlled as a ]Jnea.r function or

trolled over a ten to one range in nine steps 'because of factors i.n

» ‘the digital to a.nalog conversion process in the counters. '

Multiplier

- The d-c output voltdge produced 'by the Rate Sensor Circuit wvas thm

used to control the gsin of a mu.'l.tig:rid vacuum tu'be. The miltigrid tube ‘

then serves as the multiplier (x in fig. 25). In this tube the modu- :

lsted signs.l e(t) 1s amplified by an amount depending on the d-c

signsl from the Rate Sensor. B

4 The resulting gsin versus pulse rate relstion 4s showvn in figure

B 29, - Since the counter hes only nine usable states there are only nine-

'pulse frequency st s given time 1is obtsined from the caunter which is B

e




. .
. ER,
- Ke
-

30
" Loop .

.- gain .

S
T (1/see)

» ~ T go—
10

.0 -

Input pulse rate (puls}esi/sec')_-_".i_ L

Figure 29, - Gain-rate relation. . .

0. . . 40 .




' pulse rate were 20 pulses/ second the count in the rate counters

. éaLin' change. T could be reduced by 1ncreasing ‘the number of counter
' states and ma.king the gain-rate relation nonlinear, The la:rgest amount

of ripple in the ga.m occurs at the ‘high ratea where the rrequency of

" "the value of I the smoothnesa criterion at high rates. ’j““- 4 ‘; 3

. .-.' 8‘ -,

' would va.ry from one to two producing an average gain or about Kv -

23/sec. This causes & ripple in the steady state velocity due to thc

this ripple would also be high 'J.'hia ripple doee cause an mcreue in _ .‘.' )

'I'he pulse-da.ta system descri‘bed here was tested 'srith and vithout

- “the adaptive circuit. 'I'he next chapter descri'bes tho resulta. [ s




j of the type described in chapter I (fig. 30) 'n:e notation used is thc
same as that developed in cha.pter x. ‘In addition: g .’, if

‘ ,'rhis 1s 111ustrated 1n fig'ure ze. It produees 'twobutpqtg:__ r(t) ena -

- K'/Tr

x'/'.r = rate signal to mnltiplier (x in fig. 30). ;

- placed by a fixed voltage.

o a5 - )
cmpm VI
. . EXPERTVENTAL RESULTS o
The seﬁ-adaptim system described in chapter V vas tested as m o
the same system without the adaptive sections oo

'I'he two systems tested are shovn in the fom of mathemtical modeh

R denotes the transfer function of the i.nput rate sensor. nmn S

element accepts an 1nput r*(t) T
R r*(t) =2An[ it < Tpn m“l) ) MR
- =g U

r(t) 'EAnB(t - T:'n) | S ."‘;1:1_‘ .

The delay term in the 1nteg;rator block 1s due to 'I:he synchronizer
as was d.escribed in chapber V. ‘ o . :f

'I'he self-adaptive aystem of figure 30 was converbed to the none

. ,adaptive system by removing the X' / signal. This sign&l was re-

Ramp Inputs . .
An input r(t) of ﬁ.xed period was fed to the system. With this

'type of input the desired output - e(t) 1s a ramp. m tvo methodl of
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IR chapter III were uscd to spccii‘y the 6esired output BT T ) |
Lm0 L e T
T
= - l' depending on the desired direction ~ .
..-f ' . T, = pulse period I ’
. The follwing system variables were recordcd' : '
() = controlled variable. position PR
: :e(t) = controlled varia'blc rate ’ _ ‘ O
" r(s) = reference mPut st I S
.'"'c(t) = reedback pulscs : R .
K'/T =rate signal - KREEr R .
o _ 'Figures 31 and 32 show the response of both systems to a.n input :
' ra.te of 3.2 qus.nta per second. The values of the system pa.rameters are: K ) )
. - ) lg,-:‘SOseol B
' K'K, /T = 3 se’c‘?
T o.01zs sec l'
h - {; - 0.25
'I'he desired path of e(t) 1s also shown. ‘ This path is ‘based on )
the assumptions of chapter III. ‘The adaptive system not on.’Ly ha.s a’

smoother response but 1t follows the desired path with ‘better accuracy. :
The smoothness criterion ylelds ' '

C smrlm
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' ‘Where A end T, are defined as 'before, -

triangu]nr wave at an input rate of 3.2 quanta per second. 'I'he values

- of the _system pe.ranxeters are: -

Triengular Wave - ..

A triangular wave is representative of the type of :anut which

would be applied to a pulse-data pa.th control with linea.r interpoletion.

" The response to this type’ of signal provides some :Lnsight into the

transient behavior. 'I.'his form of input also illustrates the smoothnesa. :: -

In these records r(t) ‘hes the folloving :torm: - L
r(t)'1= E-‘Ld A a(t - nTr) - 1:5 A a [t . (n+8) T ] A WPty
- o LT

This form of r(t) i.nstructs the aystem to follow a triangula.r

wave rath as shown. o

Figures 33 a.nd 34 show .the adaptive and nonadaptive response to a

"-‘lg, -'So"sec'l."' el |
K'K, /Ty = 3.5 sec 1\, o
R 0.0125 sec )
a0

Both‘ responses are vithin one quente of fhe desired response, 'I'he_f e

A _adaptive response is much smoother with I = l ~compared with I -10.

for the nonadaptive response. The flatting of the trianguh.r vave ia

due to the quantized neture of the feedback

A triangu.l.a.r wave at an input rate of 5.5 quante per second is '

shown in figu.res 35 a.nd. 56. Hhere.

- xv_-so sec'i -
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.KKV/T-Bsec L o
AT - 0.0125 sec
;- °o

The adaptive response is much smoother than the nonadaptive reaponse. .

h The admptive gain is not quite low enough since the controlled variabh
stops occasionally The rate counter counts One more clock pulae from

. time to time which causea the rate signal K'/T to decrease as shown.

‘I'he value of I = 5.2 for the nonedaptive response compares to I - 1

'for the adapbive response. .':_-_ .

The response to a tri&ngular vave at a.n input rate of 13.5 quanta, o

.-KV-Zé Becl . l AR e
: K'R/Tr 16'5 sec l i

L T- 0.0125 sec

‘ Again the adaptive system has smoother repornse.
Iadaptive = 0.56
Inonadaptive -1

The 1mprovement is not a.s greatasthat shown in figures 31 to 36

for t'uo reasons. -

(1) The damping ratio of the prime mover transfer function is
yeater. This reduces the overshoot in velocity 6(t) a.nd increases -
the rise time. However this a.lso necessitates reducing K,, to main- |
tain sta'bility. Wi ‘ n A
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- -“9“8 - ‘
(2) The rate of the input pulses 18 greater than 1in the other

records. As 1T, approaches Kv the errors in rate diminish. Be.nco

. the mprovement obtained by making Kv = 1/1'2, dimj_niahe" o

Changg_ in Rate
The most difﬁ.cult inp'ut for the adaptive system to reproduce ia u

. cha.nge in rate. The system must meesure the rate and change the gai.n to e

o‘btain smooth operation. The tra.neient during the period of rate meaa- " .

urement end gatn chenge is of interest. S

A cha.nge of input ra.te from 27.5 quanta per second to 3.2 qua.nta

» ; per second is the ma.xi.umm which can occur in the a.daptive range.

Figu.re 39 shows this tra.nsition. The values of the system pe.ram-

" eters are: - S ~.|_s-:~

K -2 secd . )
K'K /2 | - 5;5 sec'l T
T 0.0125 sec ‘ ,
; - l .

The rate sensing eircuit requires on'ev pulse ﬁeried_to meesure the . :
" rate, The outjput from the counters is .not switched until one-half pulse
: period later. ﬂh:ls is done to In'event timing pro‘blems in the counting
- _A process. As & resu.lt the gain is not chenged until one-half pulse
period after the first pulse at the new rate has been received. This
is evident in figure 39. mere is some advantage to this in the transi- .

“tion from fast to slow rates. If the gain were changed as soon as the

rate cha.nged the system would have to be brought to the lover rate at a
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o . executed at high gain, '.

lower position loop gain. This delay in the gain change iloes cause & .-

.flet spot in the response since the first slow rate mput pu]jo s . <

At the transition ﬁ'om a8 slow input rate to a fast x-ate the delay

'in ‘the gam change causes a slightly la.rger initial error. ’ At vorst f'j-‘ :

this error 8. equivalent to a delay in G(s) or 3’1‘ /2. 'me amount of
' the error vould depend on the diffenence in rates and the system Con .'
: dyna.mica. ' )

The self-adaptive system definitely has smoother response a.t low
- input pnlse rates tha.n the nonadaptive system. Figure 40 shows the ;
>va.1ue of: .. ‘

I= il-e‘t) 'l'r[ma.x:

'I'his is shown for the self-adaptive and the nonadaptive pulse-data BYyB~ .. o

 tems at several input pulse rates. As was 1llustrated in figures 31 to

38 the improvement at lower pulse rates is much greater than that at . ‘
hi&her rates. .. The emount of improvement depends on the value of K' ,
.and the form of G(s). If K, is large and G(s) does not contain e
~ large time constants the"ﬁmprovement' s great. If lg, 1s small end,
or G(s) has large time constants sthe improvement vill not be es _
great. This is due to the larger velocity errors a.nd the smoothing
action of G(s)
'me theoretical values for I ‘are also shown in tigure 40.

These are calcu]ated in appendix I. The values of I for the adaptive . E

system would be zero if K, = 1/T.. However because of variations in
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ﬁ-iction and prime mover parameter va.riations the actual valuen &re
: hiEhBr'" v . _ - ) D
' 'I.n any practical pulse-data syste.m G(s) win have time consta.nt- ‘
| as small as possi‘ble. This will :Lnsure that Kv ca.n e ma.de large so
; - that the velocity error will 'be small at high rates. In this case tha
-‘ 'sel.t-adaptive control exhi'bits very au‘bstantial improvemmts in’ the

""response ) 1nputs at low re.tes. ‘




. "fomed on a d.igital computer.

B ]

CONCIUSIONS AND AREAS OF I"U'I’URE VORK
'l'he self-adaptive system described in this thesis has the advantage
of digital accuracy with analog smoothness of operation. 'I'he low speed
.V smoothness has ‘been mproved without impairing the accuracy. - '

Methods for the a.nalysis and synthesis of pque-data systems a.re A

developed here. The methods are applied to the design of an actual

g -

: s}‘“em-. . T o R .

(1) The time response of a pulse—data system may be o’btained usi.ng
the convolution integral. Ihis can be done graphically or cou.ld be: per-

e

3

(2) An exact method to determine the eritical velue of one system SN

A "A‘para.meter is developed. 'I’his 18 based on the system response to a ‘:

“Hsingle input pulse. Cllhe method determines the eritical pa.rameter value 1';' S ;V

- for which the "error e(t) does not cha.nge sisn. ‘ ; e -

A Existing methods are also used :Ln the analysis .to present a’ syn--

'--A thesis program for use. 1n the desigu of pulse-data systems.

” There are several areas of future vork which could prove fruitﬁxl.
(1) Statistical control theory might be applied to this type of " 2

system. _ The process of quantization has 'been ha.ndled ‘by statistical

__:methods,perhaps some of these methods could 'be applied here. e

" (2) The self-adaptive method used here might 'be applied to a relay

servomecha.nism. This would improve 1ts response to Tamp mputs a.nd

stiu preserve’ the s:t.mplicity and quick response o'btained on this type
ot  eysten. E IR S




(3) Tne optimxm time %o exercise the change 1n gain used in tho
) adaptive control might be mvestigated. For example the input pulses .
' x(t) might be dolayed in time vhile the rate vas being measured. The -
B gain change could. ‘then be made as ‘soan a8 the rate changed. The change .
might be made. msta.ntly vhen the rate change vas slov to fast, A dela.y
- ':could ‘be included vhen the change was’ rast to slow to pennit reduc:lng B
 the system velocity at ‘nigh gein. The time constant of the gatn change o _
:. could also de controlled. Some combmation of these methods m.ight m- B 5
prove the reaponae still mone. S e =
| (4) Stabilization methods to increase loop gain are of 1nterest. Ty
‘I’he nonlinear methods applied in rela.y servomechanisms might 'be used to -
e improve the open loop gain at high speed.s. -If linear compensation were B
- used the graphical method of determining the critical pe.rametcr value -
- A”;A‘for no reversal of e(t) could be used. ' v'_': . _ e _
- (s) Other system parameters might be controlled in addition to the .’
loop gain to provide adaptive control. For exa.mple the damping ratio

of G(s) might also be controlled as a function of 1nput rate. o
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A APPENDD( I
DESIGN OF AN ADAPI‘IVE HIISE-DATA SYSTEM
_ Thie section will illustrate the application of the methoda
deecri‘bed in chapter 11 The analysis consists of the folloving parta'
1. Prime mover and gear 'box selection. . —
) 2; ’Prime mover tranafer function. L

s, Syntheais of pulse-data poaition loop gain, R

v

4 4. Steady state response.
5.. ‘High apeed errors. ,_',5'. . o
6. Step input response

7 Adaptive range. ¥ ::" L L '"“ . o

8 &-rors when input pulse rate changes in the adaptive eontrol.

‘ » 9. Ripple due to adaptive gain quantization.

Prime Mover and Gear Box Selection

It 1s desired to deaign and construct a pulse-data ayatem to
illustrate the advantages of the adaptive control. Thia 1eada to the
1 following requirementa for the prime mover and gea.r box: . »
(a) ‘I'he prime mover pover level can 'be small ’but the methods oi’
data handling must 'be applica‘ble to high pover eystema :
('b) The ma jor time constants of the prime mover tra.nsfer function S
_ must be amall. , ‘ ‘ ) v |
(c) Backlaah between the prime mover snd’ the quantizer must be as .
 emall as possible. The effects of backlash are quite serious in

this type of system. It 1t 1s not carefnlly eontrolled it may :

o’bscure the test resulta. . *




' ever,'by choosing the prime mover carefully and employing tachometer : _;1

' “.feedback it is hoped that compensation will not be required.

box vas selected in the following manner; -

(d) A position transducer is to be coupled to the quantizer. . Any
system transients should be confined to the linear range of this o

‘transducer’ which is plus or minus 60°

A 60 cycle per second a-c voltage carrier was selected as the signal

'medium in the prime mover section of the system. An a-c voltage is _
. easier to amplify without drift ‘than are d-c voltages. Alternating cur- :

rent is readily availa‘ble. A signal of this form can control a prime -

mover of nearly any pover level and type This method does have the

. disadvantage that it 1s difficult to compensate a carrier system. Hov-

A prime mover pover level of 15 watts appears to 'be optimum in this

.application.. This provides a stall torque of one 1b-in which can ‘be
'easily handled by instrument-type gear trains. Higher pover levels would e
ﬁrequire special gear trains. Iower pover levels would 'be more sensitive
‘to gearing friction.. » L . - o -

An a-c two phase servomotor possesses the most desirable character- S

istics for this application. There i8 no brush friction.- There are no

Pulsations due to arm.s.ture voltage ripple ‘which can occur with d-¢

servomotors powered ‘by rectifiers. A motor vith a coupled a-c tachometer

‘ was selected so that the prime mover time constants could be reduced by .

vvelocity feedback. -

A breadboard-type gear ’box was used to couple the quantizer and

' position transducer to the prime mover. The overall ratio of the gear '

T
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(a) Backlash hed to be 1ess t!mn O.l qua.nta. 'I'he qua.ntizer had 100'“
. qnanta pomta per revolution. 'I'nus ’backlash ]'ad to be less than-
0,360 reflected to the quantizér end. ‘This is less than most .
' precision instrument gea.r tra..ns. The number of meshes .should -

thererore be a minimuxn.

imum gear ratio. At top speed the velocity constant of a con- ‘

:ti.nuous syatem vould 'be 12 sec” - or 'better. At 3600 revolution-
_per numte ‘the mo or would lag § revolutiona behind. Thus the
120° or ransducer rotaticn should equal at 1eaat 5 znotor :

o - revolutions.

7.. = 15 m minimum gear retio o

A gear box of’ three meshes 2:1, 2.5: l and 3. 5.1 vas conatmcted. )

C ‘I'his provided an overall ratio of 17 5:1. The measured 'chklash et the
, quantizer end or the train vas O. 15° ’

Prime Mover Transfer Function

' The two phase servomotor and ampli fier can 'be represented by L
tra.nsfer function of the folloving form: .

95
e'(s -s(Ts+l)(TIp+17

" . vhere e'(s) is the Leplace transform of the voltage input to the prim

mover amplifier. T is’ due to the motor a.nd load inertia and the slope

of the motor torque-speed curves. TL 1s due to the motor reactances.

In order to reduce Tn and Ty a velocity loop was closed around LT

‘the motor. Thia p*oduces an overall tra.nsfer ﬁmction.

(b) The poaitiox: tra.nsdueer lu:ea.r range or 120° determined the min- _‘_-'.;‘-._




e(t) of one qua.nta.. The values oi’ T end. ; from rigure 41 m:

.'-108’-
a(s K

e(s) rs(Tzs2 + 2;'1‘s + 1)

vhere e(s) is the digital to analog converter output vhose units are

L qusnts. L

The synchronizer circuit introduced a delay of 0. 005 sec. This C

'delsy wil.l be included in the overall transfer mnction. S

-0.005 . o
g(s - K.e 8 -G(l) : e Sl
Coe\B) (1252 4 2;'1'5 + 1)s Lot B

Figu.re 41 shows_ the prime mover velocity reaponse to a cha.ngo or

' T 0, 0125 seconcs
; - 003

“system. Further increases in velocity feedback gain did not msteris.l.'iy".' g .

E improve the value or T dut did reduce L. Sincc T 1s close to the -

carrier period further reductions ot T could only be accomplished

. by incressing carrier rrequency.

Same testing was performed with slightly different velocity loop

4 gains.'.!:his resulted in values of { from 0.25 to L0,

thesis of Pulse-Data Position Ioop Gain

In both the adaptive a.nd nonsdsptive systems 1t is desire.'ble to

have the response as smooth as possible at all rstes. Thus it is

desira‘ble to have the output of the digital to analog converter e(t)

‘a8 smooth as possible. This will be accomplished if K, 1s selected

such thst e(t) does not reverse sign for a single input pulse.
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Chapter II presented a graphice.l method for detemining the
Vcritical value of a pa.rameter for a controlled va.riable overtravel
VV of. one quanta. A . . N
' Since the prime mover has complex poles in 1ts transfer func~
tion the method for case II munt be \xsed. - |

KVTB-°'4'
s(s2 + 0.68 + 1)

| E P G(a) )
- Vhere t =TT = 0; 01251. 'mio m.s.kes the prime mover eq,uations
o di.mensionlesa 1n time, e Lo ‘
' (a) 'I'he response to a unit step qn(f)/l(v'l‘ 13 plotted versul
' tinme in figure 42. sl :
(b) The value of Ty, the time at which the first qua.nta pomt
ia passed, 1s plotted versus ‘o the dista.nce from the in{-~ _
tial position to the first quanta poi_nt (fig. 43) ﬂ!uis is .
_ plotted for va:rious va.lues of KT : -
.(c) Figure 44 shows 'rm the time at which qu(‘l’) qu('r-frl)u('r-q)
1s & maximum versus Ty, This is determined’ by plotting q(t)
L the mpulse response of G(s) A second plot of q('r) is. -
shifted ‘by T=Ty and the time where q('r) - q('r-'tl)u('r-"rl) .
(a) Also plotted in figure 44 1s e(-: )/va 'where o
a,(7y) -qu(‘l’-'tl)u('\' o T1) = e(r ). This curve is formed 'by

selecting a value of 1'1, this ylelds 7m from figure 44. N _‘ -

Then figure 42 produces s w'ralue of 6(75)/K,T by subtracting- S
- the ordinates of qu(-r)/x,,'r at T=7) endat T ovp
(e) Then using the relations plotted in figures 43 and 44, r1g-
ure 45 may be developed. This is a plot of 8(ty) ve:sus B A SR
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A.value of xvr 1s selected. ’_I'hen for each value of 'y e‘fa.iue '
T : '1ZV4j- of rl 1s found from figure 43. For this value of T f1gure
L 'l1-44 supplies e(fm)/xyr which when multiplied by KyT . yiela.
6(1y) for the speciffed K,T end b. 14D 18 also plotteq_'__
, 'm figure 45. Then __the_ requirement tor an eﬂnrevei ef ox{e" SR

quanta or less 1e:

o 9(1 ) < 1 +b T
The KVT = 0. 45 curve 19 tangent to the 1 + b line and lies

'below 1t for all values of b. 'l'hus this 15 the critical value.

Therefore for no revereal of e(t) when a aingle input pulse 1-

'applied : Vi (L ;

x;r < 0.45

¢ e
R ,J-«_.

" The curves shorwn in figure 45 also mdicate that the ms.ximm over-'

‘travel for KVT - 0.45 occurs at - b = 0. 45. 'I'his 13 111u8trated. in o

three va.lues of b. The response for b - 0.5 overtra.vels more than
4 _the others. For b = 0.2 the overtravel 1s 0.98 quanta. Hhen b 0.
the overtravel of e('i’) is 0.9 que.nta. At 'b = 0.5 1t overtravels one -

. 'quanta. Since '1‘ - 0. 0125 sec the critical value ot K,, is:

\{ G
figure 46 where the system response vith KvT = 0.45 is plotted for - .

K, = . 31.5 sec™l - - '» o 'g_fir,rejv;. ~

A value lover the.n thie is selected to make sure that there vill

'be no overtravel with variations 1n the system parameters. The velue

,“'

v o __selected is;

K, - 50 ' s_eefl .
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46. - Response for various values of b, distance to first q,uanta point.
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Stesdy State Responss

In order to predict the low speed smoothness of the pu.lse-data

system an analysis of the steady state response vas performed. 'l'he )
':input r(t) 18 assumed to consist of a train of pulses of fixed period
Tr.v 'me deviations of the controlled varia‘ble velocity rrom the desired .
z _value will then provide a measure of smoothness. ' 'Ihe smoothness for a.

" glven vslue of system gain Kv'l‘ will 'be worst at low ratel.

The steady state Laplace transform method outlined in chaptor II

: will not work for the sys..em to be. constructed. '.(’nis 16 due to thc

transport lag. The steady stste solution for controlled varia‘ble veloc-

1ty g () 1s the difference betveen the ‘total solution over the first -

* period and the transient solution for the first period. Both of these ,

: solutions are zero at t = o since both Laplace transtoms involve _' '

e~0.45 in the numerator. Thus the total solution must be zero at tims

zero according to this method. However at high i.nput pulse rates the E

output re.te ca.nnot ’be zero at the time of an input pu.lse. ’l‘his does

A » not correspond to the actual velocity as determined by graphical methods.. o
The graphical method outlined in chapter II employing the convolu- B

! tion integral is used to o’btsin the steady state response,

(8) The system is started from rest vith an input pulse train or

period T, sta.rting at t = 0, The solution for e(t) 18 plotted as

'vas outli.ned in chapter II. However, only the straight line spproxims- .
' tion 1s plotted. The points where o(t) = b 4 Eﬁm are noted by using

o .
"~ the paper strip to convolve e(t-'r) with qu('r) in the mgions s.round

) the qusnta pointl.




%ere: )

(‘b) This process is continued until e(t) reaches the stesdy sts.te

as noted by & constant: time betveen feed‘back pulses. ’men Af .the time

‘from an input pulse to a feedback pulse 1s noted. ‘This specifies e(t)
in the stesdy stste. : ‘

(c) Then a paper strip is msrked with r(-'r) and c(-?) for steady';_; S
. state conditions. 'I'he sign of r(-7) and c(~-1) pulses are noted. ’me :
impulse response q(t) is also plotted. 'l'he steady stste velocity can

then be pl'otted’ versus' t. 'i'he paper strip is located under the abscisse

of q(t) so that the T =0 point on the strip is located oppoaite a

value of t s.t vhich the tra.nsients of q(t) have died out. . The steady“‘

state velocity can then be plotted point by point by edding elgebrsicslly

the ordinstes of q(t) which occur above c( 'r) and r( 1’) pu.lses.. B

'I'he method is spplied to the system with an input pu.lse period

’ T = 0. 074 sec. ' In order to use dimensionless plots '1' ) s.nd A'r 'a.re

' normsliZed by dividing them ‘by T the prime mover time consts.nt. This

defines two dimensionless numhers.

s

Tr B .. » «1 v ‘_ ~ ‘A:,. :A- ..‘
| -,va—be-b-js.sz- _ 91.?-?@_ TV
Thens R L S
o ]%Te-o.is
G(s) = : .
s(s% + 0.6 + 1)

KVT = O. 375

Figu.re 47 shows how a 1is determined. ’I'he straight line spproxi-'

" mation to unit step response quss(‘r) and the correction qut(") are -

plotted first. Using the correction ordinates the exsct response ne&r
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o(t) = 11s detemined. 'mus yields 'rfo the time of the ﬁ.rst .
feed‘back pulse. At this time the straight line approximation sta.rtl o
‘ to change due to the feedback pulse. At T = 4.7 the approximation’;. S

: ‘slope ‘becomes zero. At T = 5.92 a second input pulse 15 recieved.

e(r) is also plotted to indicate vhen equili‘brium is reached. Vhen'_ o

e(x) ‘oecomes periodic the response has ree.ched the steady state’ and RN

‘ _ the width of e(‘t) is equal to a. ' The paper strip is shown m the SRR
proper orientation for d.etemining 9(1’) at - 20' 6.‘ The plus o
marks b mdicate input pulses. The minus marks dencte feedback pulses. :

’I'he ordinates of Lt ('r) above these marks are added according to tho : ‘

’ signs to produce the correction to the approximte path. In thia T -
- _case the correction 18 minus 0,25 quanta. Thus this dista.nce 18 ﬂul;-f '
tracted from the straight line approximation to yield a value. - " » .‘
6(r) = 4. e quanta point 1s assumed to be located at e(r) =450 N
a feedback pulse is received at T = 20.2. This con_struci_:ion.yie_ld.sv._i- :

& value oi’ o= 2-65.

Now the - response 9(1’) over one cycle can be plotted and differ-' U

' entiated to produce (7). The nethod used will be the one described .
in part (c) ebove. Figure 48 1llustrates the method for B=5.92,

A paper strip is made with & zero point arbitrarily located. q(t) 1s"
plottéd. The zero point on the strip determines the location of .
8gg (-r), the steady state velocity, on the papers Sta.rting from some-

- where to the left of the zero point plus marks are made B-S. S2=v .
units épe.i‘t moving to the left. Since @ =2.66 a minus mark is made -

.2. 66= 1t units to the left of every. plus mark, 'me strip is then

placed parallel to the < axis vith one of the plus ma.rks opposite tho
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the minus ma.rks are su'btra.cted to produce ess (7)

useful to note the ordinates in pairs, ‘one plus e.nd the other minus. ;

; _ . _ - 122 - : .
T = O abscissa. The first plus mark to the left of the zero mark

o should be opposite an ordinate of q('r) vhich has reached the steaw

N state. Now the ordinates of q(r) a‘bove the strip are added accord-

ing to the sign ad,jacent to the mark on the strip. The sum yieldl

the value of é”('r) at the time of an input pulse., The strip is

moved to the right and the process is continued until 9 .(1’) is .';'-

determined over one input pulse period. The strip is shown in ﬁg- e
© ure 48 located to detemine 933(") at T 21.5 el (note the -

time scale for 658(7) is arbitrary in its loca’cicm) The ordinatel

above the plus marks are added with a pair of dividers those a’bove

P

The difference in ordinates is then the net contribution of the two.

’ -In this way the plus ‘mark at T = 19.4 a.nd the minus mark at

P T= _16. 74 for the strip location shmm produce no net contri‘bution.

In order to evaluate the smoothness of the steady state response
the criterion developed in chapter III will now be used.
‘ I=j1-34, (r)'r|

The ma.ximum and minimum values of ess (1') are determined and

applied to this relstion. For X,T = O. 375 B = 5. 92 figure 48 shavs:

sB(1') - 42.2 quanta/sec
_ ess(r)m - -14.0 quanta/sec
' I= '1 - 42.zxo.o7qm. 232 0 L

Note that it is only necessa.ry to determine the ma.ximxm a.nd minimm
values of 935(1') to eva.luate L

iy It 18 sometimeg
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| "Ihe process outlined a'bove was ca.rried out for several valnes : e
of T, at a fixed 1oop gain K., = 30 sec 1'. The resu;l.ting valuel..‘;_':' ;
" of I wvere detemined. c- ' . . : ) | . -
' Figure 49 shows the values of "I versus the input pulse rate -4 )
1/’1" . As would be expected I s large for lov 1nput pulse ratea ST
a.nd becomes smaller as the. pulse rate approa.ches K'v = l/Tr. I'hus. j. '

v ’_ e.t a fixed position loop gain the errors in the stea.dqr state velocity

’become la.rge at low rates. 'Ihe output smoothness deteriorates very ‘
rapidly for low 1nput pu.'l.se rates. The adaptive pulse-data syaten " ‘j C .

will improve the smoothness at. these low input pu.lse rates. o

: ‘ , High Speed Errora ‘ ’

T

rates the graphical techniques of ehapter II are applied. R o LR
‘ An input of a finite- number of pulses at a fixed frequency m - )
. applied. Where. ; S . R

T o.00%2
X . = 0, = . -
,'I" omzsio256 B ST

This corresponds to a servounotor speed of 3280 rpn. Aceording

i to the rela.tion developed :l.n chapter II-
. L ' M= doa ‘1'
o L K
In this case Ky = 30 sec™l, T. = o.ooszsec. Thust

. ‘a = 10 quanta . :
The expected steady state error should be ten quanta. However,‘-_




K, = 30 sec-l" . o Dl e |
lc ' o
8 .
e ‘ -“
4

D

o

5

Figure 49,

%x:, 'L?qmta/se1§ - E 2

- Emoothness versus input pulse rate, .. -




' capacity of plus or minus 15 quanta should be satisfactory. A _
The transients in the ramp have substantially ceased after the ..

'-125--

if the input pulses are programed as outlined in chapter III for tho

case where /K, > Ty, the steady state variation from the desired

" path should only be nine quanta, . I e
Figure 50 shows the starting and stopping transient. The max- .' S
. imum deviation from the desired path is ten quanta. - 'mis occurs at

T = 4. In the steady state the error does approach ninc quanta.

. "VThe overshoot at stopping is 0.9 quanta.

Since this is very close to the maximum prime mover ratc, ten :.‘:

'quanta 1is about the maximum error vhich can occur during a rsmp
input. v i ;.' G- ) ) . ' - i} B L A
I In this vay the ma.ximum required capacity of the bidirectional S

‘counter can be specified. In view of the above analysis a counter Rt

' ‘total displacement is 33 quanta or 1/3 of a revolution of the quan-i

tizer. Since the displacement transducer 1inear range is 120° thi.s» ’

" verifies that the gear ratio should be satisfactory from that

standpoint. . . . .
Step Input Response :

The pulse~-data path control does not normally receive pu.'Lses at

‘ _a rate faster than 1t can execute. - Thus Ty the input pulse period '_
is never less than the period of the qus.ntizer output c(t) when the

motor is operating at top speed. This minimum period is 0.003 see. -

Thus a step input cannot occur during normal operation. .

However the bidirectional counter might xnalf‘unction due toa
short pPover failure or. some other distur‘bance. Then a sudden change
in the digital to analog converter output e(t) could occur. This
would prod.uce a step input. -
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4 In order to insure that the system will not be unsta'ble in this Sl
situation its response to a step input is determined. The graphieal
construction employing the convolution integral is used. As outlined in‘

’ -, .chapter II the system must start at rest 80 that the step is applied al
R an instantaneous change in e(t) equal to the amount of the step. In
| " the graphical construction this amounts to weighting the initial mark
. on the paper strip an amount proportional to the step.» 'I'he initi&l

'

) slope of the straight line approximation is also weighted.

Figure 51 shows the resulting response for four a.nd eight qua.nta ‘- A
. steps. In the case of the eight que.nta steps the initial ma.rk on the
. paper strip bas a weight oi’ eight. 'I'he ordinate of the correction curve

' 9 (1') above this mark 1s multiplied 'by eight. 'l'he initial slope of

the straight line approximation hes eight times the value it vould have
ar only one input pulse was received. . SR
The resulting response is quite oscillatory but stable. 'I'husif

S Pos.sible any short duration distur'bances \fhich might cause’ e(t) to foe
e change suddenly by more than one quanta should be avoided. Ir they do o

occur they will not cause insta’bility* hovever.
’ Adaptive me A _

The . counters to ‘be used in-the rate circuit had a ten count _c_apace
j ity. For reasons mentioned in chapter V the useful range was nine \
counts. ' This means that ads.ptive control can beie'xerci_.s‘ed over a. 9':1.1
range of input rates. _ » o |

Theoreticauy smoothness would be perfect when K, = 1/Ty.. The

. value of I in this case would be zero. In an actual systeln small 3
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disturbances due to f‘riction changes and variations in gain ma.kc this

"ideal value of I difficult to achieve.

It vas decided to start the adaptive region near 1/1‘ - Kv =30 .

' 'quanta/sec. At this point the ideal value of I wauld e zero. A’bove

this input pulse rate the gain K, would be fixed at 30 sec 1. Below -

Tbe minimum value vould oocur at approximately 3.3 quanta/sec.

In order to evaluate the improvement in smoothness for a given

v reduct:ion in loop gain Kv* I vas plotted versus K{ ‘for an input p’ulse_ ;

rate of 3.2 qua.nta per second. The method descri‘bed in section 4 of thil o

part of the appendix was used to o'btain the theoretical values of I.

,(.

Bl
Figure 52 shows the resulting relation. 'l'ne value of I decreases as .

' the loop gain decreases until the .'Loop gain is KV - 6 sec 1"’.' mere is
. not much mrther improvement until Kv = 3.2 sec™l, This 1s due to the :

' velocity tra.nsient or the prime mover. When Kv > 3.2 sec -1 the con- v- S

trolled variable velocity becones negative during part of the steady .

‘state period between mput pulses. When K, < 3.2 sec” 1 it does not -

oceur, In fact the control.led varia‘ble velocity never becomes zero i.n

the steapy state. When K, = 3.2 sec -1 the steady state value of I

. is zero since there 13 no rippla.

Figure 52 indicates that making Kv the loop gain decrease 'with

) decreasing input pulse rate derinitely improves smoothness. me ind.i-_

cated gain at an input pu.lse rate of 3.2 quanta per second 18 a‘bout
 3-5.2sec”t, RECRRR - :

this pulse rate the gain Ig, would be decreased linearly with input rate.. BETR
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quante per second to 3 2 quanta per second. This covers the entire

.‘ . 131 - . o K » K | o '_(,_,_‘{l.:

Errors When Rste Chanzes In The Adsntigg_gqgj_ml

The adaptive control measures the input pu.lse period. . It then con-

‘ trols the loop ga.in lg, to make it proportional to the input pulse rote

over a nine to one range of rates. When the system 1s opereti.ng at o

high rate then suddenly changes to a low rate errors cen occur. 'I'he

: adaptive process can be made insta.ntaneous relntive to the prime mover :

' dyn&mics. Hovever it takes a finite time to measure the rate change, R

vhich could allow errors to occur.

4 Figure 53 shows the system response for a chenge in rate from 27.5 o

adaptive ra.nge of the system. 'I'he response was o‘btsined by sssmning :

that the velocity at 217. 5 quanta per second wss constant ond e(t)

followed the ideal path. 'I'his is not exact but very nearly correct. . :

o KVT -O.4s Lo L
G(B) o - E P Sk
‘ s(s * O.Gs + 1) T ST

o xv'r = 0.375 &t 27.5 quanta per second. S e T

= 0. 0375 at J.2 quanta per second.”

Errors of up to 1.8 qusnta occur 'because the first slow" input

' pulses are executed at high gsin. 'I'he input rste chsnge is not detected

by the rate circuit until T = 28. The gain change is accomplished at :
T= 40. 'mese errors are not excessive although some improvement might |
be obtained if the gain were changed as soon es the rate change was ’
detected. 'I'his would eliminate the second high gain response and 'bring

the system to the correct rate sooner. - This was not done here because

there would 'be timing probl.ems
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When the input pulse ra.te cha.nges ﬁ‘om a low rate to a high one

V 'errors can also occur. However in this case only the first pulse at the

' high rs,te is executed at the vrong gain. At wvorst this 1ntroduces a

delay of one and a hslr times the. fsster pulse period in the exec\rtion

of the first high rate pulse.

Ripple Due to Adaptive Gsin Quantizatiom

The adaptive control changes the loop gain Kv cver a 10'1 range
‘ in nine steps. 'I'he rate circuit measures the mput pulse period 'by :
: count:t.ng the number of clock :pulses which occur dur:l.ng one half thu _
: .period. 'l'he count in the counters and hence the gain will be constant . .
for a consta.nt mput pulse period only when this period is an mtegmli; . .

nu.mber of clock periods. At low input pulse rates the gain does not‘

change much ’betveen 'tvo counter states:' However a cha.nge of rrom one

clock period to two clock periods is a 1nput pu.lse rate cha.nge of 2 L. - o

The gain slso changes by e.bout a factor of two. Thus there is a la.rge e

range of i.nput pulse rates which will not have constant gain. For

» _exa.mple the mmdmum loop gain 1s’ -.:SVO sec” at _27.5 q_ua.nta/sec and
: a’bove.., At 13.75 quante./sec'the gain 18 K, = 15 sec'.l. If the inpuf '
' pulse rate 1s 20.6 qua.nta/sec the counters will e.ltemtely count one
_a.nd two clock pulses. Thus the ‘gain vill change from 30 sec~l to 15
ec~t in & periodic manmner. '.l'he cqunters are switched in time hs:l.fway .'_

_'between two input pulses, Whenever the gain cha.nges it has the effect’ N

of d.oubling or ha.lving e(t) the digital to a.nalog converter outp\.rt.

The response can 'be plotted using the graphical method 'by ;plotting

; e('r) at the same time as 9(1’) Whenever the gain changes 1t hss the




Vsa.me effect as a feedback or input pulse, vithout the 0.005 sec -

' plotted \rith Kv = 15 sec 1. A paper strip 18 used with the input
V'pulse times Trn marked &nd the time when the gain changes a.lso

’ marked. Vhen e(f) cha.nges due to an input or a i’eed‘back pulse the

%o obtain 6(1), the controlled variable response. In addition, vhen

i e(T). cha.nges due to a gain change the ma.rk has a value one or tvo

a.nalog converter output. The response has a period 2/'1‘ instesd

-,134.-‘ '

" delay. Since the gain change is exercised on the modulntor output,
‘ Bee figure 30 ‘there 1s no dehy._ In -order to plot the’ reeponse -

under these conditions qu('r) and qu('r + 0.4) u(r + 0.4) are .

magnitude of the mark is weighted with a value of one or tvo depend- T ‘

1ng on the gain at that instant. These marka are used vith qu(‘r)

depending on e(t). _ The gain change ms.rks are used vith the

Cqult + O.4)u(1 + 0.4) curve since no delay 1s involved. Figure 54 -

'shows the steady state response Osa('r) end e('r) the digita.l to.

© of l/Tr beca.use of the periodic gain change. This gai.n ripple

- mskes the velocity deviations at this re.te worse than they were

without adaptive control. The value of - I the smoothness factor, . : -

s l. S3 compared with I = 0.9 without ndaptive control. However, -

_the gein ripple is largest at the rate shorwn in the exemple. Iower

rates ‘are not effected seriously. There is a su’bstantial improve-

ment in smoothness over the entire epeed range in spite of the

ge.in ripple- .
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DETAILED SELF-ADAPTIVE SYSTEM DESCRI‘PI’ION -
. .'I'he purpose of this section,&s to 'descri'be the self—adaptive pulse- 3
' de'ta s'ystem vhich was constructed. This description 18 to ‘be in enough
detail to permit ruture resee.rchers to reproduce all or part of the 4
| system. : : '

Most of the electronic circuits are composed of combinetione of
plug-in units. Several types or units vere used. In the case or these -
circuits the following method of description 18 used. A ‘

(l) A logical diagre.m of each of the circuits is shown. tEhe plug-

in unite a.re represented symbolically. The type of unit is noted 'b}_"AaA .

At o4t

I

l
number oi‘ the form zsoooo, which is a.n Engineered Electronics o I o \{ Sl
U \..“ 01,‘-.5‘ -
poyh u’-n ' " ' '

R pa.rt number, or a letter designation. ihe signal connections a.re ) L

mxm’bered referring to the pin connections on the plug-i.n unit. All : o R
‘ elements external to the plug-in units are shovn. e
(2) Bach plug-in is. shoxm in deteil in a sepe.rate schematic. Tho L
‘. bias voltages end plate voltages are noted in the plug-i.n descriptions. .
» " This method of representation tends to highlight the function of -
~each circuit element, The circuit can be ‘easily constrncted from the
Logic dtegram and the plug-in description.-v '
Figure 55 shows the symbols used to represent the plug-in units. o
(a) Flip-Flop. ' This element has two stable states. When a pulso
is received at the "R input it goes into the reset state. A pulse
at the "S" input sends it into ‘the set state, If a p‘ulso is received .

st the "I" input the f11p-flop changes state. .




_.Input‘ g T

" Input B%

: 'Mﬁuta '

g "R;; -

} .lllT"_ inp\tt n .

‘Control
.

_ I.n;nut

. Input A N\ Output A - .
: - — .. . Dual inverter
—e~Output B .

Input |- Output

. .Anglog ‘gate -

Asta‘ble mutivm-ator
(rree-running nmltivi’brator)

. e e E O

Monoata’ole multivi’brator
» (me shot) B .

: Squaring circui_f

© Bistadble multivibrator (flip-flop) =
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(‘b) Free-R\mn:Lng Multivi‘brator. This is an- oscillator which ‘
: produces a squa.re wave of fixued frequency. _ , :
' () (he Shot. A one ahot goes into the set state vhen an input

. pulse is received. It Btays in the set sta.te for a period of‘ time

detemined by capacitor c.- After this period of time it returna to

V the reset state.

(d) "Ana" Gate. ‘In the ‘a.nd" gate there is no connection fron M

input to output unless 8 specified signal appea.rs at the control.

If the control signal is present then the input pulses paas through

.

;inverted, to the output. ) f '

(e) Dual Inverter. This element has tvo Bepa.rete eeetions.

‘ Each section 1nverts the polarity of 1ts respective :lnput pulse. e 4

(f) Squaring Circuit. The squa.ring circuit reduces the rise

¢ .and fall time of an input signal. , Thus it "squaresH the input

Tweveform. : ) . .
(g) Analog Gate. The analog ‘gate operates in the same manner

as the "and"” gate, _ However the input and output e.re d-c voltages.

A photograph of the complete self-adaptive pulse-data system

eircuitry is shown in figu.re 56. The system consists ot scveral '
. sections' oL

(1) Input rate sensing and adaptive section.

‘ (2) Synchronizer, -

(3) Biairectional counter., '

(4) Digital to a.nalog converter

(5) Moaulator, N
(6) Prime mover axnplifier.A

(7) Quantizer circuit. .

",
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'l'hese sections are described 1n detail m the remaind.er of thic

appendix. The relationship of these sections is shcwn achematicam

Input Rate Sensing a.nd Adaptive Section ;t;:" -

B This section has three subsectionsl B ‘ R

. (a) Cantrol ) . : . . ": . . -:4 ...' V
(c) Blender and nmltiplw e

The control subsection 15 showvn’ m figure 57. The input r*(t)

which has. twice the desired trequency 15 connected to the -"T" 1nput of
a8 ﬂip—flop. The output of the fl:lp—flop is a squa.re wa.ve whose period B
fzs the desired period of the input to the pulse-date. systen r(t). Tl_m Lo

) squa.re wave is differential a.nd fed to the synchronizer 'by either thc up

or down gate. The positive-going portion of the square vave opens an

"

and" gate. The input of the gate is the output of a 53 cycle per sec=

ond f‘ree-running mltivibrator. The gate output is then a 'burst o:I.’

pulses equal in num'ber to 26.5 Tpe The bursts of pulses are alternate];

"~ gated to one of tvo counters. These gates are controlled by a second

f£lip-flop which is triggered at its "T" input by the first rlip-rlop.

* This flip-flop resets the counter which 1s to receive the burst of

pulses. It also supplies a trigger signal to the blender eircuit, .

There are two identical counters in the counting subsection.
Figure 58 shows one of these counters. " The counter uses a cold cathode

'bidirectiona.l decade counter tube similar toa Sylvania 6476. . The

.

reset pulse from the flip-ﬂop in the control subsection makes cathofle
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'number 1 become more negative than the rest. This causes t..a glaw to

Jump- to this cathode. Each of the pulses in the burst i‘rom the gate in

N t.he control subsection sets ‘the one shot. The one shot activates tvo

sets of guide cathodes, nimber 11 ‘and 12, in succession. This moves :

" the glow one cathode to the right i’or each pulse in the dburst.. When

the ‘burst i3 over the counter ‘remains at the laat cathode until it is '

reset. The tu‘be drop is consta.nt so that the 0,47 meg plste reaistor,

the 68K cs.thode resistor, s.nd several resistors in series, depending on -

which cathode is conducting, serve as a divider. The d-c voltage across

' the 0.25 mfd capacitor then depends on which csthode is conducting !ﬂ:e

resistors between the 'bottom end. of the 681{ lcathode resistors are h -

T

veighted. The velues are, chosen 80 that the ou‘tput voltage cha‘nge is ° R

‘..11 .

n"l

proportional to input pulse frequency. 'The " 10K ‘bias potentiometer is
AAset 50 that the voltage across the 0.25 mfd capacitor always operates ’ .:A -
A »’the analog gates in their linear ra.nge. The bases of the n\nn‘ber 1 a.nd
10 cathode resistors are tled together BO ths.t there is no change in
A - output for one or zero pulses in the 'burst. This is done: because the
. 1presence of no pulses in the 'burst could indicate an input pulse period
- of 1/26.5 sec or less. - Instead of defining a definite input frequency,

& zero count defines a vhole range of frequencies. Eﬂxen the input

frequency indicated by a count of one bears no fixed -relation to that

B defined'by & count of zero. This am’biguity was removed ‘by eliminating ‘

the difference between s one and a zero count.

Figure 59 shows the blender and multiplier su‘bsection. '.me output

of each of the counters is fed to an sns.log gate. The gates are opened"

S e
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& burst to nine,
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o alternately ’by the flip-flop which is driven 'by the flip-flop in the
i control subsection. The analog gate connected to the counter which_.‘ L B

is not counting a pulse ’burst is the gate which is open at any in-.

stant. The voltage 8cross the 0.5 meg potentiometer is zero for ’

z_ero or one count in the counter. It decreases to -8 ‘volts at nine

v ‘ counts. The 0.5 meg potentiometer is set for the' desired amount ~of_ : S

gain reduction at nine counts. -This voltage, fed to grid number 3,

o controls the gain of the 5915 tu‘oe. 'I'he modulator output 18 fed to :-‘

grid num'ber 1. The a~c voltage on the plate is then proportional to

: input pulse rate for a given modulstor output. o

No provision has been made i.n this circuit for input pulse "

ratea lower than 3.2 pulses/sec. At rates lower thsn this the coun- e
“ters will not measure Ty cor.nectly. This could'be remedied ‘by in- ':;',-‘i’.

. . creaaing counter capacity or limiting the number of clock pulses i.n

) SE'hronizer .
The synchronizer developed by D. R. I‘Jk:Ritchielo 1is composed of a

elock pulse generator and four identica.l memory and gating chs.nnels.: L

- The clock pulse generator and one channel are shasm in figure -

60. A free-runni.ng multivi'brs.tcr drives two flip-flops at their L L

inputs. This produces one positive pulse every two periods of the

. _free-running multivibrator from each output of the two flip-flops.

The four resulting pulses are spaced equally in time and none are -

) _coincident with any others. Each of the four memory and ga.ting

_cha.nnels is activated 'by one of these four pulses.

IR S
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The memory channel number three 1s shown. Theinput pulses will . - - '
Vcome from the plus output'of the’ qua.ntizer. The _other channelb are .
4 connected to the minus output of the quantizer and the plus and. nin\u

gate outputs on the rate sensing control su‘bsection.v 'I!he 1nput pulse

is shaped 'by the squaring circuit a.nd. sets the flip-flop. 'I'he flip-- -

flop opens the and" gate. When a pulse is produced 'by the clock pulso o

generator at the gate input it passes through the gate. The gate output

is shaped and fed to the bidirectional counter, It is also used to:

reset the flip-flop. In this vay one pulse is delivered to the bidirec-

tiona.l counter for each input pulse. The ‘pulse is delivered at the time

A when that channel receives a pulse from the clock pulse generator. Only "

. one cha.nnel at a time gets a pulse from the generator. This prevents __.' o

pulses from entering the ‘bidirectional counter simulte.neously.

I: a pulse enters a memory channel Just after a cloek pulse ha.s
'been fed to that cha.nnel it will be delayed. The ma.ximm delay is equal A
to twice the free-running xmzltivi‘brator period. In this case that 18 ' ‘

0. 005 sec. o . -1' DR -

Bidirectional Countei"

"A seven stage binary counter designed by D. Re McRitchielo is used.

The stages are identical so only the first two stages and the up and

- down controls will be shown 1n ﬁgm-e 61,

The reference or feedback pulseé ﬁom the synchronizer are in-

verted and set one- of two one shots. Each one shot controls & string -

of "and" gates, cne gate at the input to each stage. If the input pulse

comes in on the up line the left ome shot opens the left etring of gates .




a
CATR g
- aigital
ote. -
analog =~
converter -
i +200
Reset | | i { 10 -y Todigital
A To next stage . . to analog
L converter
v o -
Figure 61. - First two stages of biiirectional counter..
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for ‘50 xnicroseconds. Now if one of the flip-flops changes from the

set state to the reset state, as a consequence of the input pulse,

carry pulse vill_'be fed tovthe next stage. If the :input pulse enters SRR
L. ‘f}'le down line the right one shot opens the_right“ gates, ‘Now \_vhenever
" one of the flip-flops changes from the' reset to the set state a borrov :

prulsenis fed to the next stage. The 1nput pulse is always fed to the

ﬁrststag‘e flip-rlop. This stage changes state rega.rdless of the

'counting direction. The one shots remain set long enough for .the
counter to change stage as a8’ consequence of the 1nput pulse. Both onc
" shots are never set simultaneously. The synchronizer i.nsures that the

} time spacing of the input pulses is long enough to prevent thia a.nd.l

A v et SRR R
it

to -200

T ALl flip-flops are reset when the line connecting pin 8"
volts 1s. opened. o

Pin 10 of each flip-flop,except the one in the laet sta.ge, is d—

coupled to the grid of a digital to a.nalog converter stage. Pin 9 of
the last stage 18 connected to its corresponding converter sta.ge. . In

" this way the bifdirectional counter appears to be half full to the

digital to a.nalog converter when it 1s reset. 'I'his permits the digitel

: to anelog converter to convert the state of the counter to -3 li.nearly
' ve.rying d-c voltege over a .1:.63 count range on either side of the reset

o state.

Digital to- Analog Converter

This circuit is shown in figure 62. The grid of each of the triodes

15 d-c coupled to a flip-flop output 1n one of the counter sta.gea. .
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composed of 18K a.nd SGK resistors. The d-c voltage deviation from

T
When the flip—flop is in the set state the triode is conducting,
otherwise it is cut off. 'I‘he triode connected to the 26 stege is

conducting when that stage is’ in the reset state as discussed in R

" the bidirectional counter description. o

Each triode a.cts as a current source i‘eeding the ladder netvork

-

+l78 volts appear ing at the Plate of the last stage of the converter Z IR A

. is proportione.l to the count in the counter. , iy

The IN38 diodes prevent the cathodes from becoming negative.
'I'his permits the triodes to 'be cut off with smaJ_l signa.ls which pcro-~ .
vides positive action. ’me 25}( potentiometers permit adjustment of S
. the cu.rrent supplied by ee.ch stage to the ladder. This allows the - L
use of resistors of is percent tolera.nce. Two wattresistors shoulti' : ‘ : :'_ —
‘De used to minimize temperature effects. 5814A tubes are used for ;
reliability and their consistent characteristics.

* Modulator v -_ L
The d-c output of the digital to a.nalog converter is modulated :

. ona 60 cycls per second carrier (fig. 63) A C. P, Clare a.nd. Com-

pany type HGS 1004 Mercury-Wetted Contact Chopper is used. "The sig- 'A a

' ns.l from the digite.l to anslog converter is connected to the wiper of

the chopper. The two chopper contacts are connected to the ends of

- the primary of a center-tapped transformer. The center-tap is con--

nected to a potentiometer which is sd,justed for +178 volts.

The ehopper coil is excited by a 60 cps voltage. This causes

the wiper to apply the digital to ana]og converter output alternately
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'to opposite ends of the tra.nsformer primary. The voltage across the
prima.ry is proportional to the cownt in the ’bidirectional counter e
and is a-c with a 60 cps frequency. ’I’hia voltage is filtered and

amplified. ) The output is then an a-c voltage whose amplitude and

'4phase are dependent cn the state of the bidirectional counter.’ -This

voltage is fed to the multiplier in the adaptive circuit.

The phase of the a-c voltage output is’ adJusted by va.rying tho_

js.ax resistor in the chopper coil eircuit. The’ servo loop gain Kv

1s adJusted ‘by the 100K potentiometer.

A small a-c signal is fed to the grid of the triode to correct, o

"for errors in the ‘null of the servomotor tachometer. The 1K poten-‘: BRI

» tiometers are adJusted to supply the correct amount of correction.

Prime Mover Amplif‘ier

The a-¢ servomotor has a fixed llO volts a-c winding and a. )
-variable voltage control vinding The volta.ge on the control wind.ing

determines the motor speed. Its pha.se determines the motor direction

of rotation. " The control winding is supplied by a pair of 615 tu‘bes p ‘
'.in push-pull '.l’his windi.ng is a high impeda.nce center-ta.pped winding

for operation directly from the tu'bes. This eliminates the need forA<

. an output tra.nsformer.

Figure 64 shows the amplifier developed by C. C. Crabs. 'I'he -
_phase of the a-¢ signal from the tachometer is adjusted by the net- -

work shown. 'me feed‘back gain is controlled 'by the lOQK potentiome—

ter. The signal from the wiper of this potentiometer is com‘bined

. with the signal from the nmltiplier. I'he output of the first stage

o,
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_ 15 the difference since the signal from the tachometer 10 180° out'l. .

’ in push-pull

V VThe circuitry used consists of tvo su‘bsections. e

;their quantizer. The circuit produces a 45 kilocycle sine wa.ve e‘

number 26 ena.mel wire on a toroidal core.’ A Magentics Incorporated

"qua.ntizer manufacturer. The two qua.ntizer outputs as descri'bed in

vof phase with the signal from the multiplier. )

This signal is amplified and inverted to drive the 616 tubes-.“

. : Qmmtizer P e .
The quantizer operation 18 described in detail in chapter V. e

(1) Oscillator 1';,-hér

(2) Demodulator end- logic L P L
The oscillz.tor circuit shown in figure 65 was’ developed ’by the : L.

Applied Science Corporation of Princeton, Nev J’ersey for use with .

1.5 volts peak to pea.k amplitude. 'I'he tra.nsformer is wound '-rith 1‘_

nunber E29- 55206-A2 or equivalent 18 suggested. L L . '- Py
Tne demodulator shown in figure 66 was also . developed ’by the S

chapter V are modulated on a 45 kilocycle ca.rrier. The 2N94 is

"biased off to provide demodulation and aunplification. ' The resultin.g, w

d-c signal is amplified by the 2N321 and the 5963. The output of -

the 5963 drives a squaring circuit which decreasea the 8ignal rise

and fall time. The resulting signal from input A 18 used to control

the two "and" gates. The signal resulting from input B 1s differen-
tiated and eerves as the input to the gates. In ‘this vay direction

' sensing 18 accomplished as outlined in chapber V. The gate outputs' T

are directed to the aynchronizer.A




Note: Treansformer -

is wound on a Magnetics
Inc. E29-55206-A2. R U
toroidal core of* equivalent. .
No. 26 1 wire -is :
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o between pins S and 6 and pins 4 and 7 determine the frequency.

" on pin orelative to pin 1. s L.

. Plug-In Schematics

The plug-in units used in the circuits are shown in figures 67 to

6. All of the units use a plste voltage of +200 volts except where .

'noted.

Flip-flop 290166 figure 67. ‘This unit is connected as a "T"

. .

- flip-flop by feeding the im)ut pulses to pins 5 and 7. In the circuits

shovn pin 2 is always grounded and pin l 1s connected to -200 volts. St

: The flip~flop 1s reset by open...ng the contact 'betveen pins l a.nd 8

- .’which is nomally cloaed. R -,5:' SRR . , ‘_

Free-running multivi'brator ‘290036 figure 68. External cape.citors

One shot 28889 figure 69. 'I'his one shot requires +30 volts bias: .

" One shot A figure 70. 'I'his one shot developed by Dr. H. H..

. Mergler, is used in the bidirectional counter. The 500 mmfd caps.citox"‘. R

determines the time that the one shot remains set. " Pin 1 s connected co

to -200 volts and pin 2 is grounded.

SAnd"™ gate 290023 figure 71. Two bias voltages are required. Pin Sreont

8 must be -50 volts with respect to pin 1. Pin7 must 'be +70 volts with e

- respect to pin 1. ,

Dual inverter figures 72, 73 e.nd 74., The basic inverter 1n :

figure 72 was developed by D. R. McRitchielo The other forms a.re

modifications for different grid bias arra.ngements.

e,




Figure 67. - 290166 Engineered Electronics Company

f£lip-flop. -
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v I o Figure 68. - Z90036 Engineered Electronics Compeny
- ' free-running multivi‘brator. o

fad ‘ o

%r"“ W: f v"\ixﬂﬂ"

i}
t




Figure 69. - 28889 Engineergd Electronics -
Company one shot,. ‘ ‘ co R




Figure 70. - One shot A.
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Figure7l. - 290023 Engineered Electronics

Company” "and” gate. - '~ ..










' Figure 74.. ~ Dual ‘ﬁve;—her
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Squa.ring otreutt 290001 figure 75, In the synchronizer Pinlds ..
i “grounded a.nd pin 2 is connected to -200 volta.

Analog gate figure 76. ’mis gate requires tvo ‘b:las voltages. Pin

i o 7 muist be +54 volts with respect to pin 1. This voltage must ‘be _
supplied 'by a low impeda.nce source since cha.nges in this voltage due to
grid current changes ef‘fect the gate cha.racteristics. This grid draw L
"a current of up to 14 ma. A bias of minus one or two volta applied to
Pin & 1a used  to match the gate outputs. o

.l
- , :
) L.
' ' e
' : .
. - } . v
o . i
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.
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_ _ Figure 75. - Z90001 thineered Eléctronics Compeny
- N - _ squaring circuit.
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